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1Physiology of the Respiratory Drive 
in ICU Patients: Implications 
for Diagnosis and Treatment

A. H. Jonkman, H. J. de Vries, and L. M. A. Heunks

1.1  Introduction

The primary goal of the respiratory system is gas exchange, especially the uptake of 
oxygen and elimination of carbon dioxide. The latter plays an important role in 
maintaining acid-base homeostasis. This requires tight control of ventilation by the 
respiratory centers in the brain stem. The respiratory drive is the intensity of the 
output of the respiratory centers, and determines the mechanical output of the respi-
ratory muscles (also known as breathing effort) [1, 2].

Detrimental respiratory drive is an important contributor to inadequate mechani-
cal output of the respiratory muscles, and may therefore contribute to the onset, 
duration, and recovery from acute respiratory failure. Studies in mechanically ven-
tilated patients have demonstrated detrimental effects of both high and low breath-
ing effort, including patient self-inflicted lung injury (P-SILI), critical 
illness-associated diaphragm weakness, hemodynamic compromise, and poor 
patient-ventilator interaction [3, 4]. Strategies that prevent the detrimental effects of 
both high and low respiratory drive might therefore improve patient outcome [5].

Such strategies require a thorough understanding of the physiology of respiratory 
drive. The aim of this chapter is to discuss the (patho)physiology of respiratory drive, as 
relevant to critically ill ventilated patients. We discuss the clinical consequences of high 
and low respiratory drive and evaluate techniques that can be used to assess respiratory 
drive at the bedside. Finally, we propose optimal ranges for respiratory drive and breathing 
effort, and discuss interventions that can be used to modulate a patient’s respiratory drive.

A. H. Jonkman · H. J. de Vries · L. M. A. Heunks (*) 
Department of Intensive Care Medicine, Amsterdam UMC, Location VUmc,  
Amsterdam, The Netherlands 
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1.2  Definition of Respiratory Drive

The term “respiratory drive” is frequently used, but is rarely precisely defined. It is 
important to stress that the activity of the respiratory centers cannot be measured 
directly, and therefore the physiological consequences are used to quantify respira-
tory drive. Most authors define respiratory drive as the intensity of the output of the 
respiratory centers [3], using the amplitude of a physiological signal as a measure 
for intensity. Alternatively, we consider the respiratory centers to act as oscillatory 
neuronal networks that generate rhythmic, wave-like signals. The intensity of such 
a signal depends on several components, including the amplitude and frequency of 
the signal. Accordingly, we propose a more precise but clinically useful definition 
of respiratory drive: the time integral of the neuronal network output of the respira-
tory centers, derived from estimates of breathing effort. As such, a high respiratory 
drive may mean that the output of the respiratory centers has a higher amplitude, a 
higher frequency, or both.

The respiratory drive directly determines breathing effort when neuromuscular 
transmission and respiratory muscle function are intact. We define breathing effort 
as the mechanical output of the respiratory muscles, including both the magnitude 
and the frequency of respiratory muscle contraction [1].

1.3  What Determines the Respiratory Drive?

1.3.1  Neuroanatomy and Physiology of the Respiratory  
Control Centers

The respiratory drive originates from clusters of interneurons (respiratory centers) 
located in the brain stem (Fig. 1.1) [2]. These centers receive continuous informa-
tion from sources sensitive to chemical, mechanical, behavioral, and emotional 
stimuli. The respiratory centers integrate this information and generate a neural sig-
nal. The amplitude of this signal determines the mechanical output of the respira-
tory muscles (and thus tidal volume). The frequency and timing of the neural pattern 

Fig. 1.1 Schematic representation of the anatomy and physiology of respiratory drive. The respi-
ratory centers are located in the medulla and the pons and consist of groups of interneurons that 
receive information from sources sensitive to chemical, mechanical, behavioral, and emotional 
stimuli. Important central chemoreceptors are located near the ventral parafacial nucleus (pFV) and 
are sensitive to direct changes in pH of the cerebrospinal fluid. Peripheral chemoreceptors in the 
carotid bodies are the primary site sensitive to changes in PaO2, and moderately sensitive to 
changes in pH and PaCO2. Mechano and irritant receptors are located in the chest wall, airway, 
lungs, and respiratory muscles. Emotional and behavioral feedback originate in the cerebral cortex 
and hypothalamus. The pre-Bötzinger complex (preBötC) is the main control center of inspiration, 
located between the ventral respiratory group (VRG) and the Bötzinger complex (BötC). The post- 
inspiratory complex (PiCo) is located near the Bötzinger complex. The lateral parafacial nucleus 
(pFL) controls expiratory activity and has continuous interaction with the pre-Bötzinger complex, 
to prevent inefficient concomitant activation of inspiratory and expiratory muscle groups: lung 
inflation depresses inspiratory activity and enhances expiratory activity, which ultimately results in 
lung deflation. Lung deflation has the opposite effect on these centers

A. H. Jonkman et al.
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relates to the breathing frequency and the duration of the different phases of the 
breathing cycle. Three phases can be distinguished in the human breathing cycle: 
inspiration, post-inspiration, and expiration (Fig. 1.2). Each phase is predominately 
controlled by a specific respiratory center (Fig. 1.1) [2].
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Fig. 1.2 Breathing phases. 
Flow, transdiaphragmatic 
pressure (Pdi) and 
electromyography of the 
rectus abdominal muscle 
(EMG RA, in arbitrary 
units; note that this signal 
is disturbed with 
electrocardiogram [EKG] 
artifacts) during tidal 
breathing at rest (a) and 
during high resistive 
loading (b) in one healthy 
subject. Vertical dashed 
lines mark the onset of the 
different breathing phases. 
Inspiration (I) is 
characterized by a steady 
increase in Pdi and positive 
flow, and is present during 
both tidal breathing and 
high loading. The gradual 
decrease in Pdi during 
expiratory flow in (a) is 
consistent with post- 
inspiration (PI). Note that 
the rate of decline in Pdi is 
much more rapid during 
high loading. During tidal 
breathing (a), expiration 
(E) is characterized by the 
absence of Pdi and EMG 
RA activity and occurs 
after post-inspiration. High 
loading (b) leads to 
expiration (AE), which can 
be recognized by the 
increase in EMG RA 
activity. Also, expiration 
directly follows the 
inspiratory phase

A. H. Jonkman et al.
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1.3.1.1  Inspiration
Inspiration is an active process that requires neural activation and subsequent con-
traction (and energy expenditure) of the inspiratory muscles. The pre-Bötzinger 
complex, a group of interneurons positioned between the ventral respiratory group 
and the Bötzinger complex in the brain stem (Fig. 1.1), is the main control center of 
inspiration [2]. The output from the pre-Bötzinger complex increases gradually dur-
ing inspiration and rapidly declines when expiration commences. Axons of the pre-
Bötzinger complex project to premotor and motor neurons that drive the inspiratory 
muscles and the muscles of the upper airways. The pre-Bötzinger complex has mul-
tiple connections to the other respiratory centers, which is thought to ensure a 
smooth transition between the different breathing phases and to prevent concomi-
tant activation of opposing muscle groups [6].

1.3.1.2  Post-inspiration
The aptly named post-inspiratory complex controls the transitional phase between 
inspiration and expiration by reducing expiratory flow. This is achieved by gradu-
ally reducing the excitation (and thus contraction) of the inspiratory muscles, 
which leads to active lengthening (i.e., eccentric contractions) of the diaphragm 
[2, 7]. Additionally, the post-inspiratory center controls the upper airway mus-
cles. Contraction of the upper airway muscles increases expiratory flow resis-
tance, effectively reducing expiratory flow. Post-inspiratory activity increases the 
time before the respiratory system reaches end-expiratory lung volume. This can 
lead to a more laminar expiratory flow and might prevent alveolar collapse, while 
also increasing the duration of gas exchange in the alveoli [2]. Post-inspiration is 
a common part of the breathing cycle in healthy subjects at rest, but disappears 
rapidly when respiratory demands increase, to favor faster expiration [8] 
(Fig. 1.2).

The importance of the post-inspiratory phase in mechanically ventilated 
patients remains unclear, as the onset and duration of inspiratory and expiratory 
flow depend predominantly on the interplay between ventilator settings (e.g., 
cycle criteria, breathing frequency, ventilator mode) and the respiratory mechanics 
of the patient. Additionally, the endotracheal tube bypasses the actions of the 
upper airway muscles. Experimental data in piglets suggest that post-inspiratory 
activity of the diaphragm prevents atelectasis and possibly cyclic alveolar recruit-
ment [9], although studies in patients weaning from the ventilator did not find 
clear evidence for post- inspiratory activity [10]. Clearly, this field requires further 
research.

1.3.1.3  Expiration
Expiration is generally a passive event during tidal breathing. The elastic recoil 
pressure of the lungs and chest wall will drive expiratory flow until the lung and 
chest wall recoil pressures are in equilibrium at functional residual capacity, or at 
the level of positive end-expiratory pressure (PEEP) in mechanically ventilated 

1 Physiology of the Respiratory Drive in ICU Patients: Implications for Diagnosis…
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patients. In passive conditions, expiratory flow depends solely on the time-constant 
(i.e., the product of compliance and resistance) of the respiratory system. The expi-
ratory muscles are recruited with high metabolic demands, low inspiratory muscle 
capacity, increased end-expiratory lung volume, and/or increased expiratory resis-
tance [11].

The lateral parafacial nucleus controls the expiratory phase of breathing. An 
increased respiratory drive leads to late-expiratory bursts, and consequent recruit-
ment of the expiratory muscles (extensively reviewed in reference [11]). Several 
inhibitory connections exist between the inspiratory pre-Bötzinger complex and the 
expiratory lateral parafacial nucleus, which prevent concomitant activation of inspi-
ratory and expiratory muscle groups (Fig. 1.1) [2, 6].

1.3.2  Feedback to the Respiratory Control Centers

1.3.2.1  Central Chemoreceptors
The most important chemoreceptors in the central nervous system are positioned on 
the ventral surface of the medulla and near the ventral parafacial nucleus (also 
referred to as the retrotrapezoid nucleus). These receptors are sensitive to the hydro-
gen proton concentration ([H+]) of the cerebrospinal fluid (CSF), commonly known 
as pH [12]. Because CO2 can rapidly diffuse across the blood-brain barrier, changes 
in PaCO2 quickly affect the pH of the CSF. A set point exists in the control centers, 
which keeps pH (and PaCO2) within a relatively tight range. A slight increase in 
PaCO2 above this set point provides a powerful stimulus to breathe: a change in 
PaCO2 of 5 mmHg can already double minute ventilation in healthy subjects. When 
PaCO2 decreases only a few mmHg below the set point, the respiratory drive lowers 
gradually [13] and can abruptly disappear causing apnea, especially during sleep. In 
contrast, metabolic changes in pH are sensed less rapidly because it takes several 
hours before the electrolyte composition of the CSF is affected by changes in meta-
bolic acid-base conditions.

1.3.2.2  Peripheral Chemoreceptors
The carotid bodies are positioned close to the carotid bifurcation and are the pri-
mary sites sensitive to PO2, PCO2, and pH of the arterial blood. The aortic bodies 
contribute to respiratory drive in infants, but their importance in adults is probably 
minor [14]. The output of the carotid bodies in healthy subjects remains relatively 
stable over a wide range of PaO2 values; their output increases gradually below a 
PaO2 of 80 mmHg and then rises steeply when PaO2 falls below 60 mmHg [15]. 
Their contribution to respiratory drive in healthy subjects is therefore probably 
modest. However, concomitant hypercapnia and acidosis have a synergistic effect 
on the response of the carotid bodies, meaning their output is increased by more 
than the sum of the individual parts. This makes the carotid bodies in theory more 
relevant in ventilated patients in whom hypoxemia, hypercapnia, and acidosis are 
more common.

A. H. Jonkman et al.
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1.3.2.3  Thoracic Receptors
Several receptors have been identified in the chest wall, lungs, respiratory muscles, 
and airways that provide sensory feedback to the respiratory centers on mechanical 
and chemical conditions. Slowly adapting stretch receptors and muscle spindles are 
located in the chest wall, respiratory muscles, upper airways, and terminal bronchi-
oles, and provide information on stretch and volume of the respiratory system, 
through vagal fibers [2]. These receptors are well known for their contribution to the 
Hering-Breuer reflexes, which terminate inspiration and facilitate expiration at high 
tidal volumes (Fig. 1.1). Irritant receptors line the epithelium of the proximal air-
ways, and are sensitive to irritant gases and local inflammation. These sensors pro-
mote mucus production, coughing, and expiration. C-fibers are found inside the 
lung tissue and might be activated by local congestion causing dyspnea, rapid 
breathing, and coughing [16].

The relative contribution of these receptors to the respiratory drive of critically ill 
patients is uncertain. Feedback from these sensors may explain the hyperventilation 
observed in pulmonary fibrosis, pulmonary edema, interstitial lung disease, and pul-
monary embolism, which persists even in the absence of hypoxemia or hypercapnia. 
Further research into the contribution of these sensors during mechanical ventila-
tion is warranted.

1.3.2.4  Cortical and Emotional Feedback
Stimuli based on emotional and behavioral feedback, originating in the cerebral 
cortex and hypothalamus, modulate the respiratory drive. Pain, agitation, delirium, 
and fear are common in mechanically ventilated patients and can increase respira-
tory drive [17]. The role of the cortex and hypothalamus in the respiratory drive of 
critically ill patients has rarely been studied and requires more attention before rec-
ommendations can be made.

There is some evidence that the cerebral cortex has an inhibitory influence on 
breathing. Damage to the cortex might dampen this inhibitory effect, which could 
explain the hyperventilation sometimes observed in patients with severe neu-
rotrauma [18].

1.4  What Is the Effect of Non-physiological Respiratory 
Drive on My Patients?

1.4.1  Consequences of Excessive Respiratory Drive

1.4.1.1  Patient Self-Inflicted Lung Injury
Excessive respiratory drive could promote lung injury through several mechanisms. 
In the absence of (severe) respiratory muscle weakness, high respiratory drive leads 
to vigorous inspiratory efforts, resulting in injurious lung distending pressures. 
Recent experimental studies demonstrate that this may worsen lung injury, espe-
cially when the underlying injury is more severe [19, 20]. Particularly in patients 
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with acute respiratory failure, large inspiratory efforts could result in global and 
regional over-distention of alveoli and cyclic recruitment of collapsed lung areas, 
due to an inhomogeneous and transient transmission of stress and strain (so-called 
P-SILI) [3, 21]. Large efforts may cause “pendelluft”: air redistributes from non-
dependent to dependent lung regions, even before the start of mechanical insuffla-
tion, and hence without a change in tidal volume [20]. Excessive respiratory drive 
may overwhelm lung-protective reflexes (e.g., Hering-Breuer inflation-inhibition 
reflex), which in turn leads to high tidal volumes and promotes further lung injury 
and inflammation [3]. In addition, large inspiratory efforts could result in negative 
pressure pulmonary edema, especially in patients with lung injury and/or capillary 
leaks [21]. As such, a high respiratory drive is potentially harmful in spontaneously 
breathing mechanically ventilated patients with lung injury. Applying and maintain-
ing a lung-protective ventilation strategy (i.e., low tidal volumes and low plateau 
pressures) is challenging in these patients and may often lead to the development 
of patient-ventilator dyssynchronies, such as double-triggering and breath stack-
ing, again leading to high tidal volumes and increased lung stress. Furthermore, 
maintaining low plateau pressures and low tidal volumes does not guarantee lung- 
protective ventilation in patients with high respiratory drive.

1.4.1.2  Diaphragm Load-Induced Injury
In non-ventilated patients, excessive inspiratory loading can result in diaphragm 
fatigue and injury as demonstrated by sarcomere disruption in diaphragm biopsies 
[5]. Whether this occurs in critically ill ventilated patients is less clear, although we 
have reported evidence of diaphragm injury, including sarcomere disruption [22]. 
The concept of load-induced diaphragm injury may explain recent ultrasound find-
ings demonstrating increased diaphragm thickness during the course of mechanical 
ventilation in patients with high inspiratory efforts [23]. In addition to high breath-
ing effort, patient-ventilator dyssynchronies, especially eccentric (lengthening) 
contractions, may promote load-induced diaphragm injury [24]. Whether eccentric 
contractions are sufficiently severe and frequent to contribute to diaphragm injury 
in intensive care unit (ICU) patients is not yet known.

1.4.1.3  Weaning and Extubation Failure
During ventilator weaning, high ventilatory demands with high respiratory drive 
increase dyspnea, which is associated with anxiety and impacts weaning outcome 
[25]. “Air hunger” is probably the most distressing form of dyspnea sensation, 
which occurs in particular when inspiratory flow rate is insufficient (“flow starva-
tion”), or when tidal volumes are decreased under mechanical ventilation while the 
PaCO2 level is held constant [25]. In patients with decreased respiratory muscle 
strength and excessive respiratory drive, the muscle’s ability to respond to neural 
demands is insufficient; dyspnea is then characteristically experienced as a form of 
excessive breathing effort. Activation of accessory respiratory muscles was found to 
be strongly related to the intensity of dyspnea [26], and can lead to weaning and/or 
extubation failure [10]. In addition, dyspnea impacts ICU outcome and may contrib-
ute to ICU-related post-traumatic stress disorders.

A. H. Jonkman et al.
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1.4.2  Consequences of Low Respiratory Drive

In ventilated patients, a low respiratory drive due to excessive ventilator assistance 
and/or sedation is a critical contributor to diaphragm weakness. The effects of dia-
phragm inactivity have been demonstrated both in vivo and in vitro in the form of 
myofibrillar atrophy and contractile force reduction [22, 27]. Diaphragm weakness 
is associated with prolonged ventilator weaning and increased risks of ICU read-
mission, hospital readmission, and mortality [28]. In addition, low respiratory drive 
can lead to patient-ventilator dyssynchronies, such as ineffective efforts, central 
apneas, auto-triggering, and reverse triggering [29]. Excessive ventilator assistance 
may result in dynamic hyperinflation, particularly in patients with obstructive air-
way diseases. Dynamic hyperinflation reduces respiratory drive and promotes inef-
fective efforts (i.e., a patient’s effort becomes insufficient to overcome intrinsic 
PEEP). Although asynchronies have been associated with worse outcome, whether 
this is a causal relationship requires further investigation.

1.5  How Can We Assess Respiratory Drive?

Because respiratory center output cannot be measured directly, several indirect 
measurements have been described to assess respiratory drive. It follows that the 
more proximal these parameters are to the respiratory centers in the respiratory 
feedback loop, the better they reflect respiratory drive. This includes, from proximal 
to distal: diaphragm electromyography, mechanical output of the respiratory mus-
cles, and clinical evaluation.

1.5.1  Clinical Signs and Breathing Frequency

Clinical signs, such as dyspnea and activation of accessory respiratory muscles, 
strongly support the presence of high respiratory drive, but do not allow for quanti-
fication. Although respiratory drive comprises a frequency component, respiratory 
rate alone is a rather insensitive parameter for the assessment of respiratory drive; 
respiratory rate varies within and between subjects, depends on respiratory mechan-
ics, and can be influenced by several factors independent of the status of respiratory 
drive, such as opioids [30] or the level of pressure support ventilation. We therefore 
need to evaluate more sensitive parameters of respiratory drive.

1.5.2  Diaphragm Electrical Activity

Diaphragm electrical activity (EAdi) reflects the strength of the electrical field pro-
duced by the diaphragm and, hence, the relative change in discharge of motor neu-
rons over time. Provided that the neuromuscular transmission and muscle fiber 
membrane excitability are intact, EAdi is a valid measure of phrenic nerve output 
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and thus the most precise estimation of respiratory drive [7, 31]. Real-time record-
ing of the EAdi signal is readily available on a specific type of ICU ventilator (Servo- -
I/U, Maquet, Solna, Sweden). The EAdi signal is acquired using a dedicated 
nasogastric (feeding) catheter with nine ring-shaped electrodes positioned at the 
level of the diaphragm [31]. Computer algorithms within the ventilator software 
continuously select the electrode pair that is closest to the diaphragm, and correct 
for disturbances such as motion artifacts, esophageal peristalsis, and interference 
from the electrocardiogram or other nearby muscles. EAdi reflects crural diaphragm 
activity and is representative of activity from the costal parts of the diaphragm (and 
thus the whole diaphragm). In addition, the EAdi signal remains reliable at different 
lung volumes and was found to correlate well with transdiaphragmatic pressure 
(Pdi) in healthy individuals and ICU patients [32, 33]. As respiratory drive com-
prises both an amplitude and duration component, the inspiratory EAdi integral may 
better reflect respiratory drive than EAdi amplitude alone.

1.5.2.1  Reference Values
Normal values for EAdi are not yet known, but it is proposed that an amplitude of at 
least 5 μV per breath in ICU patients is likely sufficient to prevent development of 
diaphragmatic disuse atrophy [1].

1.5.2.2  Limitations
As EAdi amplitude varies considerably between individuals and normal values are 
unknown, recordings are mainly used to evaluate changes in respiratory drive in 
the same patient. EAdi during tidal breathing is often standardized to respiratory 
muscle pressure (i.e., neuromechanical efficiency index) [34] or to that observed 
during a maximum inspiratory contraction (i.e., EAdi%max) [7]. Although the latter 
was shown to correlate with the intensity of breathlessness in non-ventilated 
patients with chronic obstructive pulmonary disease (COPD) [35], it is generally 
not feasible to perform maximum inspiratory maneuvers in ICU patients. In addi-
tion, recruitment of accessory respiratory muscles is not reflected in the EAdi sig-
nal. Finally, suboptimal filtering of the raw electromyography signal may affect 
validity to quantify drive with EAdi [34].

1.5.3  Airway Occlusion Pressure

The airway occlusion pressure at 100 ms (P0.1) is a readily accessible and noninva-
sive measurement that reflects output of the respiratory centers. The P0.1 is the 
static pressure generated by all inspiratory muscles against an occluded airway at 
0.1 s after the onset of inspiration. The P0.1 was described over 40 years ago as an 
indirect measurement of drive that increases proportionally to an increase in inspi-
ratory CO2 and directly depends on neural stimulus (i.e., diaphragm electromyog-
raphy or phrenic nerve activity) [36]. Advantages of P0.1 are that short and 
unexpected occlusions are performed at irregular intervals such that there is no 
unconscious reaction (normal reaction time is >0.15 s) [36]. Second, the maneuver 
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itself is relatively independent of respiratory mechanics, for the following reasons: 
(1) P0.1 starts from end-expiratory lung volume, meaning that the drop in airway 
pressure is independent of the recoil pressures of the lung or chest wall; (2) since 
there is no flow during the maneuver, P0.1 is not affected by flow resistance; and (3) 
lung volume during an occlusion does not change (with the exception of a small 
change due to gas decompression), which makes it unlikely that vagal volume-
related reflexes or force- velocity relations of the respiratory muscles influence the 
measured pressure [7, 36]. In addition, the maneuver remains reliable in patients 
with respiratory muscle weakness [37], and in patients with various levels of intrin-
sic PEEP and dynamic hyperinflation [38]. Although the latter patient category 
shows an important delay between the onset of inspiratory activity at the alveolar 
level (estimated by esophageal pressure [Pes]) and the drop in airway pressure dur-
ing an end-expiratory occlusion, Conti et al. proved good correlation and clinically 
acceptable agreement between P0.1 measured at the mouth and the drop in Pes at the 
first 0.1 s of the inspiratory effort (r = 0.92, bias 0.3 ± 0.5 cmH2O) [38]. The P0.1 
can therefore be considered as a valuable index for the estimation of respiratory 
drive.

1.5.3.1  Reference Values
During tidal breathing in healthy subjects, P0.1 varies between 0.5 and 1.5 cmH2O 
with an intrasubject breath-to-breath variability of 50%. Due to this variation, it is 
recommended to use an average of three or four P0.1 measures for a reliable estima-
tion of respiratory drive. In stable, non-intubated patients with COPD, P0.1 values 
between 2.4 and 5 cmH2O have been reported [7], and from 3 to 6 cmH2O in patients 
with acute respiratory distress syndrome (ARDS) receiving mechanical ventilation 
[39]. An optimal upper threshold for P0.1 was 3.5 cmH2O in mechanically ventilated 
patients; a P0.1 above this level is associated with increased respiratory muscle effort 
(i.e., esophageal pressure-time product [PTP] > 200 cmH2O∙s/min [40]).

1.5.3.2  Limitations
Although the P0.1 is readily available on most modern mechanical ventilators, each 
ventilator type has a different algorithm to calculate P0.1; some require manual 
activation of the maneuver, others continuously display an estimated value based 
on the ventilator trigger phase (i.e., the measured pressure decrease before the 
ventilator is triggered, extrapolated to 0.1 s), whether or not averaged over a few 
consecutive breaths. Considering that the trigger phase is often shorter than 0.05 s, 
P0.1 is likely to underestimate true respiratory drive, especially in patients with high 
drive [39]. The accuracy of the different calculation methods remains to be 
investigated.

In addition, extra caution is required when interpreting the P0.1 in patients with 
expiratory muscle activity; since recruitment of expiratory muscles results in an 
end-expiratory lung volume that may fall below functional residual capacity, the 
initial decrease in P0.1 during the next inspiration may not reflect inspiratory muscle 
activity solely, but comprises the relaxation of the expiratory muscles and recoil of 
the chest wall as well [7].
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1.5.4  Inspiratory Effort

Respiratory drive may also be inferred from inspiratory effort measured with esoph-
ageal and gastric pressure sensors. The derivative of Pdi (dPdi/dt) reflects respiratory 
drive only if both the neural transmission and diaphragm muscle function are intact. 
As such, high dPdi/dt values reflect high respiratory drive. In healthy subjects, dPdi/
dt values of 5 cmH2O/s are observed during quiet breathing [4]. dPdi/dt is often nor-
malized to the maximum Pdi, but maximum inspiratory maneuvers are rarely feasi-
ble in ventilated ICU patients. A limitation of using Pdi-derived parameters is that 
Pdi is specific to the diaphragm and therefore does not include accessory inspiratory 
muscles, which are often recruited when respiratory drive is high. Calculating the 
pressure developed by all inspiratory muscles (Pmus) may overcome this. Pmus is 
defined as the difference between Pes (i.e., surrogate of pleural pressure) and the 
estimated pressure gradient over the chest wall. Other measurements of inspiratory 
effort are the work of breathing (WOB), and the PTP, which have been shown to 
correlate closely with P0.1 [41, 42]. However, all the above measurements require 
esophageal manometry, a technique that demands expertise in positioning of the 
esophageal catheter and interpretation of waveforms, making it less suitable for 
daily clinical practice. Another major limitation is the risk of underestimating respi-
ratory drive in patients with respiratory muscle weakness; despite a high neural 
drive, inspiratory effort might be low.

A noninvasive estimate of inspiratory effort can be derived with diaphragm ultra-
sound. Diaphragm thickening during inspiration (i.e., thickening fraction) has 
shown fair correlation with the diaphragmatic PTP [43]. However, diaphragm ultra-
sound does not account for recruitment of accessory inspiratory and expiratory 
muscles, and the determinants of diaphragm thickening fraction require further 
investigation. Nonetheless, diaphragm ultrasound is readily available at the bedside, 
relatively low cost and noninvasive, and may therefore be a potential promising 
technique for the evaluation of respiratory drive.

1.6  Strategies to Modulate Respiratory Drive

Targeting physiological levels of respiratory drive or breathing effort may limit the 
impact of inadequate respiratory drive on the lungs, diaphragm, dyspnea sensation, 
and patient outcome. However, optimal targets and upper safe limits for respiratory 
drive and inspiratory effort may vary among patients, depending on factors such as 
the severity and type of lung injury (e.g., inhomogeneity of lung injury), the patient’s 
maximum diaphragm strength, and the presence and degree of systemic inflamma-
tion [3, 19]. In this section, we discuss the role of ventilator support, medication, 
and extracorporeal CO2 removal (ECCO2R) as potential clinical strategies for mod-
ulation of respiratory drive.
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1.6.1  Modulation of Ventilator Support

Mechanical ventilation provides a unique opportunity to modulate respiratory drive 
by changing the level of inspiratory assist and PEEP. Ventilator settings directly 
influence PaO2, PaCO2, and mechanical deformation of the lungs and thorax, which 
are the main determinants of respiratory drive. Titrating the level of inspiratory sup-
port to obtain adequate respiratory drive and breathing effort might thus be an effec-
tive method to prevent the negative consequences of both high and low breathing 
effort on the lungs and diaphragm [44], although more research is required to deter-
mine optimal targets and the impact of such a strategy on patient outcomes.

Several studies have evaluated the effect of different ventilator support levels on 
respiratory drive during partially supported mechanical ventilation [45, 46]. 
Increasing inspiratory support reduces respiratory drive, most evidently seen as 
reduction in EAdi amplitude (Fig. 1.3) or the force exerted by the respiratory mus-
cles per breath. With high inspiratory assistance the patient’s respiratory effort may 
even decrease to virtually zero. The respiratory rate seems much less affected by 
modulation of ventilatory support [4].

If changing inspiratory support level has little to no influence on the patient’s 
respiratory drive, a clinician should consider whether the elevated respiratory drive 
originates from irritant receptors in the thorax, agitation, pain, or intracerebral 
pathologies, and treat accordingly.
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Fig. 1.3 Influence of inspiratory support levels on electrical activity of the diaphragm. Example 
of a representative patient showing a decrease in electrical activity of the diaphragm (EAdi, in 
micro volts) in response to increasing levels of inspiratory pressure support (PS)
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1.6.2  Medication

Drugs can affect the respiratory centers directly, or act by modulating the afferent 
signals that contribute to respiratory drive [2]. Opioids such as remifentanil act on 
the μ-receptors in the pre-Bötzinger complex. Remifentanil was shown to reduce 
the respiratory rate, while having little effect on the amplitude of the respiratory 
drive [30]. The effect of propofol and benzodiazepines is likely mediated by gamma- 
aminobutyric acid (GABA) receptors, which are widely distributed in the central 
nervous system. In contrast to opioids, these drugs reduce the amplitude of the 
respiratory drive while having little effect on respiratory rate [47].

Neuromuscular blocking agents (NMBAs) block the signal transmission at the 
neuromuscular junction. These agents do not control drive per se, but can be used 
to reduce the mechanical output of the respiratory muscles. High doses of NMBAs 
completely prevent breathing effort, which might protect against the effects of 
detrimentally high breathing effort, but could also contribute to diaphragm atro-
phy [5]. A strategy using low dose NMBA to induce partial neuromuscular block-
ade allows for effective unloading of the respiratory muscles without causing 
muscle inactivity. Short-term partial neuromuscular blockade is feasible in venti-
lated patients [48]. The feasibility and safety of prolonged (24 h) partial neuro-
muscular blockade and the effects of this strategy on respiratory drive and 
diaphragm function are currently under investigation (ClinicalTrials.gov Identifier: 
NCT03646266).

1.6.3  Extracorporeal CO2 Removal

ECCO2R (also known as low-flow extracorporeal membrane oxygenation) can be 
applied to facilitate lung-protective ventilation in patients with hypoxemic failure 
and respiratory acidosis due to low tidal volumes [49]. ECCO2R has been shown to 
reduce respiratory drive (EAdi and Pmus) in patients with ARDS and in patients with 
acute exacerbation of COPD [49, 50]. The feasibility, safety, and effectiveness of 
awake ECCO2R in patients with acute respiratory failure in order to limit excessive 
respiratory drive need further investigation. An ECCO2R strategy is probably more 
complex in this group, as the control of drive may be partly independent of PaCO2 
(e.g., if the Hering-Breuer reflex is overwhelmed), and other organ dysfunctions and 
sepsis may complicate the clinical picture [49, 50].

1.7  Conclusion

Respiratory drive is the intensity of the output by the respiratory centers and deter-
mines the effort of the respiratory muscles. A combination of chemical, mechanical, 
behavioral, and emotional factors contributes to respiratory drive. High and low 
respiratory drive in patients under mechanical ventilation may worsen or even cause 
lung injury and diaphragm injury, and should thus be prevented. Several techniques 
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and interventions are available to monitor and modulate respiratory drive in criti-
cally ill patients. The impact of preventing detrimental respiratory drive requires 
further evaluation, but might be crucial to improve ICU outcomes.
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2Monitoring Patient Respiratory Effort 
During Mechanical Ventilation: Lung 
and Diaphragm-Protective Ventilation

M. Bertoni, S. Spadaro, and E. C. Goligher

2.1  Introduction

At some point during mechanical ventilation, spontaneous breathing must com-
mence. Spontaneous breathing presents a clinically important risk of injury to the 
lung and diaphragm. While clinicians are primarily focused on monitoring lung 
function to prevent ventilator-induced lung injury (VILI) during passive mechanical 
ventilation, less attention may be paid to the risk of VILI during assisted mechanical 
ventilation. Vigorous spontaneous inspiratory effort can cause both lung injury 
(patient self-inflicted lung injury [P-SILI]) [1, 2] and diaphragm injury (myotrauma) 
[3, 4]. These injuries lead to prolonged ventilation, difficult weaning, and increased 
morbidity and mortality [5–7]. Safe spontaneous breathing presents a complex chal-
lenge because one must aim to minimize the volume and transpulmonary pressure 
(PL) to avoid P-SILI while also maintaining an appropriate level of patient respira-
tory effort to avoid diaphragm atrophy. To this end, respiratory monitoring is key. 
Several practical methods are available for monitoring patient respiratory effort dur-
ing assisted mechanical ventilation; this review describes their use in clinical 
practice.

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37323-8_2&domain=pdf
mailto:ewan.goligher@utoronto.ca
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2.2  Mechanics of Spontaneous Breathing

During assisted mechanical ventilation, each breath results from a negative deflec-
tion in pleural pressure (Ppl) (arising from patient respiratory effort) combined with 
a positive airway pressure (Paw) delivered by the ventilator. The Paw increases to the 
support level set on the ventilator, whereas Ppl deflects proportionally to patient 
effort. PL corresponds to the difference between Paw and Ppl (PL = Paw − Ppl); this 
pressure reflects the stress applied to the lung by the combined effects of ventilator 
and patient effort. Although in passive mechanical ventilation Paw is a reasonable 
surrogate for PL [8], during assisted mechanical ventilation, vigorous inspiratory 
efforts can increase the PL above a “safe limit.” Such excessive pressures are 
“unseen” when relying on the ventilator Paw waveform; at the same airway pressure 
value, transpulmonary pressure could be much higher in assisted than in controlled 
mechanical ventilation (Fig. 2.1).

2.3  Lung Injury During Spontaneous Breathing: Patient 
Self-Inflicted Lung Injury

During spontaneous breathing, vigorous patient respiratory efforts can cause lung 
injury (P-SILI) through different mechanisms (Fig. 2.2).

• Excessive global lung stress. As already discussed, patient respiratory efforts can 
increase tidal volume and PL above safe limits when respiratory drive is 
elevated.

• Excessive regional lung stress. In the injured lung, collapsed and consolidated 
lung introduces parenchymal mechanical heterogeneities [9], increasing the risk 
of volutrauma through regional stress amplification. Mechanical stress and strain 
is not evenly redistributed during inflation. Consequently, inspiratory efforts 
generate large PL swings in dorsal consolidated regions, resulting in the move-
ment of air from nondependent to dependent regions (pendelluft). While this 
recruits collapsed lung and improves ventilation-perfusion mismatch, this phe-
nomenon increases the overstretch of dependent lung area. In this case, the rise 
in PL detected by esophageal manometry may not be a reliable measure of the 
local stress [10].

• Transvascular pressure and pulmonary edema. During spontaneous breathing, 
the negative Ppl generated by respiratory effort raises transvascular pressure (the 
pressure gradient driving fluid migration across pulmonary vessels), increasing 
total lung water and pulmonary edema [9, 10] and further impairing respiratory 
function.

• Asynchronies. Ventilator asynchronies, including double triggering (double 
mechanical breaths from a single inspiratory effort) and reverse triggering (dia-
phragm contractions induced by passive thoracic insufflation in passively venti-
lated patients) [11] can increase tidal volume and PL and generate pendelluft, 
leading to lung injury.

M. Bertoni et al.



23

1

0,5

–0,5

–1
30,0
25,0

15,0

20,0

10,0

5,0

0,0

10
8
6
4
2
0

0 2 4 6 8 10 12 14 16 18

0

Flow [I/s]

Paw [cm H2O]

PL [cm H2O]

Pes [cm H2O]

30,0

40,0

35,0

25,0

15,0

20,0

10,0

10
8
6
4
2
0

0 2 4 6 8 10 12 14 16 18 20

1

0,5

–0,5

–1

0

Flow [I/s]

Paw [cm H2O]

PL [cm H2O]

Pes [cm H2O]

Fig. 2.1 Transpulmonary pressure (PL) is generated differently in passive mechanical ventilation 
(upper panel) and assisted mechanical ventilation (lower panel). During passive ventilation, the 
pleural pressure swing is positive and transpulmonary pressure is therefore lower than airway 
pressure (Paw). During assisted ventilation a vigorous inspiratory effort generates a negative swing 
in pleural pressure resulting in an additive increase in transpulmonary pressure; transpulmonary 
pressure may therefore be much higher than airway pressure. Pes esophageal pressure
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Close monitoring of patient respiratory effort during assisted mechanical ventila-
tion to detect and mitigate these potential injury mechanisms is therefore imperative.

2.4  Diaphragm Injury During Spontaneous  
Breathing: Myotrauma

The inappropriate use of mechanical ventilation can injure not only the lung (baro-
trauma and volutrauma) but also respiratory muscles (myotrauma). Mechanical 
ventilation causes myotrauma by various mechanisms, leading to a final common 
pathway of VIDD [5].

Mechanisms of myotrauma are summarized in Fig. 2.2:

• Excessive unloading. Over-assistance from mechanical ventilation and sup-
pression of respiratory drive from sedation leads to acute disuse atrophy and 
diaphragm weakness [12]. Diaphragmatic unloading caused by over-assisted 
ventilation (both in control or assisted mode) is frequent during mechanical 
ventilation, in particular during the first 48 h. Of note, the low level of respira-
tory effort required to trigger the ventilator is not sufficient to avoid disuse 
atrophy [3], such that diaphragm atrophy can occur under pressure support 
ventilation.

• Excessive concentric loading. The diaphragm is sensitive to excessive respira-
tory load. Higher inspiratory patient effort, dyssynchronies, and under-assistance 

High inspiratory effort

High transpulmonary pressure
(+/- Pendelluft effect)

Increase transvascular Pressure
(Edema)

Excessive loading
(concentric contraction) Injury

Injury

P-V Asynchronies

Double Triggering
Reverse triggering

High tidal volume

Lung Injury

Myotrauma

Ineffective effort
Short cycling

Reverse triggering

Eccentric contraction

P-V Asynchronies

Low inspiratory effort

Overassistance
(cross sectional atrophy)

Longitudinal atrophy

High PEEPBarotrauma

Pendelluft and atelectotrauma

Low PEEP

Atrophy-Injury

Atrophy-Injury

•

•

Fig. 2.2 Mechanisms of lung-diaphragm injury in spontaneous breathing patients under assisted 
mechanical ventilation. Note that some of these mechanisms also apply under controlled mechani-
cal ventilation (e.g., reverse triggering). PEEP positive end-expiratory pressure
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due to an insufficient level of support are frequent in assisted mechanical ventila-
tion. Vigorous concentric contractions provoke high muscular tension resulting 
in muscle inflammation, proteolysis, myofibrillar damage, and sarcolemma dis-
array [13, 14]. In critically ill patients, systemic inflammation renders muscle 
myofibrils more vulnerable to mechanical injury ([10, 15].

• Eccentric loading. Eccentric contractions occur when a muscle generates con-
tractile tension while it is lengthening (rather than shortening); such contractions 
are much more injurious than concentric (shortening) contractions [16]. When a 
low positive end-expiratory pressure (PEEP) and excessive reduction in end- 
expiratory lung volume are present, the diaphragm contracts even as it lengthens 
during the expiratory (“post-inspiratory”) phase to avoid atelectasis (“expiratory 
braking” phenomenon) [17]. Specific forms of dyssynchrony (reverse triggering, 
short cycling, ineffective effort) can generate eccentric contractions because the 
diaphragm is activated during the expiratory phase.

• Excessive PEEP. Preliminary experimental evidence suggests that maintaining 
the diaphragm at a shorter length with the use of excessive PEEP may cause 
sarcomeres to “drop out” of the muscle and shorten its length (longitudinal 
atrophy) [18]. This could theoretically disadvantage the length-tension charac-
teristics of the muscle once PEEP is reduced, impairing diaphragm 
performance.

The first three of these injury mechanisms can be detected by monitoring respira-
tory effort, emphasizing the potential for such monitoring to help clinicians ensure 
safe spontaneous breathing during mechanical ventilation. We now proceed to 
review a range of monitoring techniques to achieve this goal.

2.5  Monitoring Spontaneous Breathing  
Using Esophageal Pressure

The use of esophageal pressure (Pes) monitoring is well-described in patients with 
acute respiratory distress syndrome (ARDS) under passive mechanical ventilation 
[19]. This technique is also the gold standard to assess respiratory effort and work 
of breathing but its use remains uncommon, perhaps because the utility of the infor-
mation derived from Pes has been under-appreciated. When used to monitor the 
safety of spontaneous breathing, Pes monitoring permits several different relevant 
quantities to be estimated.

2.5.1  Transpulmonary Pressure

Pes can be used as a surrogate measure of Ppl, bearing in mind regional variations 
[20]. It can therefore be used to measure PL (Paw − Ppl), by substituting Ppl with Pes. 
As shown in Fig. 2.1, PL can easily reach an injuriously high value during assisted 
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mechanical ventilation (where both patient and ventilator distend the lung). An 
acceptable upper limit for PL has not yet been defined; a “precautionary” peak inspi-
ratory value of 20 cmH2O in a lung-injured patient is a reasonable target to limit the 
risk of injury [2, 21].

Of note, in the presence of regional ventilation heterogeneity and pendelluft, the 
measured value of PL will underestimate lung stress in the dependent lung areas. 
While the quasi-static plateau PL obtained during an end-inspiratory occlusion 
reflects lung stress during passive ventilation, the dynamic swing in PL (ΔPL) may 
perhaps be more reflective of injury risk during spontaneous breathing because of 
the pendelluft phenomenon [22]. ΔPL likely reflects the upper limit of mechanical 
stress experienced in dorsal regions of the lung under dynamic conditions [23]. 
Moreover, various lines of evidence suggest that the dynamic (tidal increase) in lung 
stress is a more important driver of lung injury than the global (peak) lung stress 
[24–26].

2.5.2  Respiratory Muscle Pressure

Pes permits measurement of inspiratory effort. The inspiratory muscle pressure 
(Pmus) corresponds to the global force generated by the inspiratory muscles. Although 
the diaphragm is the most important respiratory muscle, accessory inspiratory mus-
cles (rib cage, sternomastoid, and scalene muscles) contribute significantly during 
vigorous effort, especially when diaphragm function is impaired. As shown in 
Fig. 2.3, Pmus is computed from the difference between Pes and the additional pres-
sure required to overcome the chest wall elastic recoil (Pcw) (Pmus = Pcw − Pes).

Flow

Pes

Pcw

Pes

Pmus = Pcw - Pes

Fig. 2.3 Computing inspiratory muscle pressure (Pmus) from the esophageal pressure (Pes) swing. 
Pmus derives from the difference between Pes and the added muscle pressure generated to overcome 
the chest wall elastic recoil (Pcw). Pcw represents the elastic recoil of relaxed chest wall; it can be 
computed as the product of tidal volume and chest wall elastance (Ecw). The Pmus area over time 
constitutes the pressure-time product (PTP) (yellow and blue area together)
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Optimal levels of Pmus during assisted mechanical ventilation are uncertain; 
recent data suggest that Pmus values similar to those of healthy subjects breathing at 
rest may be safe and may prevent diaphragm atrophy (5–10  cmH2O) [4, 27]. In 
routine clinical practice, one can generally disregard the correction for Pcw because 
chest wall elastance is usually relatively low (even when pleural pressures are ele-
vated). Hence, a target ΔPes of around 3–8 cmH2O can be considered reasonably 
comparable to a normal Pmus of 5–10 cmH2O.

The gold standard measurement of respiratory effort is the integral of Pmus over 
the duration of inspiration (pressure-time product [PTP]) (Fig. 2.3). PTP is closely 
correlated to inspiratory muscle energy expenditure. PTP values between 50 and 
100 cmH2O/s/min probably reflect appropriate oxygen consumption and acceptable 
respiratory effort [28].

In routine clinical practice, the magnitude and frequency of the swing in ΔPes are 
probably sufficient to monitor respiratory effort.

2.5.3  Transdiaphragmatic Pressure

A double balloon catheter can be used to monitor inspiratory swings in Pes and gas-
tric pressure (Pga) to specifically quantify the pressure generated by the diaphragm 
(transdiaphragmatic pressure [Pdi]). During an inspiratory effort (depending on the 
pattern of thoracoabdominal motion), the diaphragm’s contractile effort moves the 
abdominal organs downwards, increasing abdominal pressure (positive swing in 
Pga) and expanding thoracic cavity (negative swing in Pes). Even when thoracoab-
dominal motion is such that the diaphragm moves upward during inspiration (i.e., 
Pga decreases), the contractile effort of the diaphragm is reflected by the fact that Pga 
declines less than Pes (and thus Pdi increases). This technique is used mainly in 
research rather than clinical practice.

2.6  Monitoring Spontaneous Breathing  
by Occlusion Maneuvers

Expiratory and inspiratory occlusions represent easy, noninvasive, and reasonably 
reliable maneuvers to evaluate the safety of spontaneous breathing in assisted 
mechanical ventilation.

2.6.1  Inspiratory Occlusion Maneuver

Brief end-inspiratory occlusion maneuvers are widely used to measure plateau pres-
sure (Pplat) in passive mechanical ventilation. Driving pressure (ΔP), calculated as 
the difference between PEEP and Ppl, reflects dynamic lung stress and lung injury 
risk and closely correlates to mortality in patients with ARDS [25]. Bellani et al. 
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[29] suggested that a brief inspiratory occlusion maneuver can enable reliable mea-
surements of Pplat even in assisted mechanical ventilation. During an inspiratory 
occlusion in assisted mechanical ventilation, patients relax the contracting inspira-
tory muscles at end-inspiration, resulting in an increase in ΔPaw, easily detectable on 
the ventilator waveform. When the patient is over-assisted and respiratory effort is 
low, Paw drops during the occlusion (Fig. 2.4). A high Pplat and ΔP measured in this 
way raises concern for hyperdistention and lung injury. Bellani and colleagues [29] 
recently reported that ΔP and compliance measured by end-inspiratory occlusion 
maneuvers during assisted mechanical ventilation predict mortality, supporting the 
validity and relevance of these measures.

The measurement technique has some limitations. First, because the pressure is 
obtained under quasi-static conditions this measurement may underestimate the risk 
of regional lung injury due to the pendelluft mechanism of P-SILI [23]. Second, 
clinicians need to carefully evaluate the stability and pattern of the Paw tracing dur-
ing the occlusion to determine whether the measurement is confounded by the 
action of the abdominal muscles which may rapidly increase Paw at the onset of 
neural expiration during the occlusion.
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Fig. 2.4 Measuring plateau pressure (Pplat) during assisted mechanical ventilation (AMV). A brief 
inspiratory hold permits a reliable measure of Pplat in AMV, provided the patient relaxes with no 
immediate expiratory efforts. The difference between Pplat and positive end-expiratory pressure 
(PEEP) results in the driving pressure ΔPaw. In panel (a), the patient’s inspiratory effort is vigorous 
(greater esophageal swing): during inspiratory hold, the airflow stops and Pplat rises above Ppeak; the 
previous activated respiratory muscles relaxes and expires, causing Paw to increase. In panel (b), 
the patient’s inspiratory effort is low: the difference between Ppeak and Pplat is minimal, indicating 
minimal respiratory muscle effort during the current breath. This technique enables respiratory 
muscle activity to be assessed by measuring Pplat. (Modified from [29] with permission)
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2.6.2  Expiratory Occlusion Maneuver

Expiratory occlusions are ordinarily employed to measure intrinsic PEEP in pas-
sively ventilated patients or to measure maximal inspiratory pressure in spontane-
ously breathing patients during maximal volitional inspiratory efforts. However, the 
airway pressure swing during a brief, randomly applied end-expiratory occlusion 
maneuver (duration equal to one respiratory cycle) may actually be used to assess 
inspiratory effort. Under occluded conditions, the swing in airway pressure is 
exactly correlated to the swing in pleural pressure. Consequently, the airway pres-
sure swing during the occlusion (ΔPocc) can be used to assess the presence and 
magnitude of pleural pressure swings due to patient respiratory effort (taking into 
account differences in pleural pressure swing between occluded and dynamic con-
ditions). On this basis, ΔPocc can be used to predict ΔPes, Pmus, and ΔPL during the 
respiratory cycle so long as the patient’s respiratory drive during the tidal breath is 
unchanged by a single, brief, and unexpected end-expiratory occlusion [30, 31]. A 
transient end-expiratory occlusion maneuver is a practical and noninvasive method 
to routinely detect insufficient or excessive respiratory effort and PL during assisted 
mechanical ventilation [32, 33].

2.6.3  Airway Occlusion Pressure

The P0.1 (airway pressure generated in the first 100  ms of inspiration against an 
expiratory occlusion) provides a measure of the patient’s respiratory drive (Fig. 2.5) 
[34]. Whitelaw et al. [35] demonstrated that an occlusion does not modify cortical 
respiratory output until it is prolonged beyond 200 ms. Additionally, during the first 
100 ms, respiratory pressure generation is independent of pulmonary mechanics or 
diaphragm function [35, 36]. Although the reliability of P0.1 has been confirmed 
only in small studies, a value between 1.5 and 3.5 cmH2O [37, 38] seems to be an 
easy method to guide clinicians to adjust ventilation during assisted mechanical 
ventilation [34, 39–41]. P0.1 values less than 1.5 cmH2O might suggest that respira-
tory effort is inadequate [42], and values greater than 3.5 cmH2O suggest high respi-
ratory drive [37].

P0.1 has several advantages: it is easy and practical to obtain, and most mod-
ern ventilators have a function for measuring it. A method for setting the pres-
sure support level based on the P0.1 value has been described [43]. P0.1 may have 
substantial intra-patient variability and several repeated measurements are 
required to estimate a stable mean value. Moreover, in hyperinflated patients, 
the intrinsic PEEP causes a delay in the fall in Paw, which might give rise to 
underestimation of P0.1. Conti et al. demonstrated that in this condition, com-
mencing the 100 ms for the P0.1 measure when expiratory flow is equal to zero 
overcomes this problem [44].
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2.7  Monitoring Spontaneous Breathing by Diaphragm 
Electrical Activity

The use of a dedicated catheter fitted with electromyography electrodes permits 
continuous monitoring of the electrical activity of the diaphragm (EAdi) [45]. EAdi 
has been demonstrated to be comparable to the transdiaphragmatic pressure, and is 
more practical than surface electromyography (EMG) [46].

When ventilation is driven by EAdi (during neurally adjusted ventilatory assist 
[NAVA]), patient-ventilator interaction improves [47, 48]; EAdi also helps clinicians 
to recognize different asynchronies [47, 49]. As demonstrated by Barwing et  al. 
[50], the EAdi trend can be used to detect weaning failure at an early stage [51, 52]: 
it progressively increases in patients who ultimately fail their spontaneous breathing 
trial whereas diaphragm activity remains stable in patients who pass the trial. EAdi 
alterations appeared before signs of fatigue [50].

As an electrical signal, EAdi is an expression of respiratory motor output (the 
central nervous system activation of the diaphragm) and not of diaphragmatic force 
generation (effort). During resting breathing in healthy subjects, EAdi varies any-
where between 5 and 30 μV [53]. Because of this wide variation, it is difficult to 
specify a target EAdi to achieve during mechanical ventilation. Alternatively, EAdi 
can be used to estimate Pmus under different conditions of ventilator assistance [54]. 
By considering coupling between electrical activity and pressure generation con-
stant during the time (neuro-mechanical coupling = Pmus/EAdi obtained during expi-
ratory occlusion), EAdi could permit a breath-by-breath assessment of Pmus during 
the normal breathing cycle.

2.8  Monitoring Spontaneous Breathing  
by Diaphragm Ultrasound

The diaphragm ultrasound technique is noninvasive, easy to perform, and reproduc-
ible. Variation in diaphragm thickness during the respiratory cycle (thickening frac-
tion, TFdi) is correlated to respiratory pressure generation and EAdi [55] and can be 
used to detect diaphragm weakness [55]. TFdi values less than 30% during a maxi-
mal inspiratory effort detect diaphragm weakness with a high sensitivity [55]. Daily 
measurement of end-expiratory diaphragm thickness can detect structural changes 
in the respiratory muscles. In mechanically ventilated patients, a progressive 
increase in diaphragm thickness over time was correlated to excessive effort and 
may represent under-assistance myotrauma [3]. TFdi of 15–30% during tidal ventila-
tion was associated with stable diaphragm thickness and the shortest duration of 
ventilation [4]. Ultrasound is best used for intermittent patient assessments, as it is 
not well suited for continuous monitoring.
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2.9  Conclusion: Targets for Lung and Diaphragm-Protective 
Ventilation

Table 2.1 summarizes the different methods available to monitor inspiratory effort and 
respiratory drive in assisted mechanical ventilation, along with possible targets for 
safe spontaneous breathing as discussed throughout this chapter. The interpretation 
and application of measurements must always be guided by the clinical context. 
Different forms and phases of acute respiratory failure require somewhat different 
priorities: in early ARDS, close attention must be taken to avoid high inspiratory effort 
to limit VILI and P-SILI. Adjustments to ventilation and sedation to obtain a low level 
of inspiratory effort should be implemented as early as possible to avoid myotrauma.

It remains uncertain whether it is possible to achieve an acceptable level of respi-
ratory effort during the acute phase of illness and this remains a key area for clinical 
investigation. For the present, clinicians should strive to be aware of patient respira-
tory effort and appreciate the potential benefits and harms of manipulating respira-
tory effort during acute respiratory failure.
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3Ten Reasons to Use Mechanical Power 
to Guide Ventilator Settings in Patients 
Without ARDS

P. L. Silva, P. R. M. Rocco, and P. Pelosi

3.1  Introduction

Mechanical ventilation is frequently used in patients without acute respiratory 
distress syndrome (ARDS): during surgery, in the intensive care unit (ICU; e.g., to 
support breathing in respiratory and neurological failure), and for artificial 
respiration in cardiac arrest. Even though mechanical ventilation is a life-saving 
strategy, it may cause ventilator-induced lung injury (VILI). Analyses of the main 
factors involved in VILI have focused on separate evaluation of static parameters—
such as tidal volume; peak (Ppeak), plateau (Pplat), and driving (ΔP) pressures; and 
positive end-expiratory pressure (PEEP)—and of dynamic ones—airflow, inspira-
tory time, and respiratory rate. However, in the real-world setting, these factors 
interact with each other. Thus, combining these factors into a single parameter—the 
“mechanical power” imparted to the lung by the ventilator—may be a more suitable 
strategy for both research and clinical purposes.

Although early implementation of protective ventilation in patients without 
ARDS has been associated with better prognosis [1], optimization of mechanical 
ventilation settings is considered less important in daily clinical practice. In this 
chapter, we will discuss ten questions regarding the importance of the sole single 
ventilator parameter that has been associated with mortality in patients without 
ARDS: mechanical power. This parameter will then be discussed, focusing on the 
use of different formulas for its calculation and on the evidence of its impact on lung 
damage from preclinical and clinical studies.

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37323-8_3&domain=pdf
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3.2  Is Tidal Volume Associated with Mortality in Patients 
Without ARDS? No

The tidal volumes that are used in mechanically ventilated patients without ARDS 
have progressively been decreasing; however, the evidence for benefits of low tidal 
volumes remains scarce. A systematic review evaluated the change in tidal volume 
during a 39-year period (from 1975 to 2014) [2] and showed that tidal volumes have 
decreased significantly in the ICU (annual decrease of 0.16 ml/kg) and in the oper-
ating room (annual decrease of 0.09 ml/kg). In the PReVENT study [1], tidal vol-
ume was around 8 ml/kg predicted body weight (PBW) and did not differ between 
surviving patients and those who died. In a secondary analysis of the PRoVENT, 
tidal volume was not identified as a potential parameter associated with survival in 
patients without ARDS [3], which could be attributed to the fact that most patients 
were protectively ventilated. In the PReVENT trial, low tidal volume and intermedi-
ate tidal volume strategies were compared in patients without ARDS, focusing on 
the number of ventilator-free days and mortality rate at 28 days [1]. The low-tidal- 
volume group started at 6 ml/kg PBW, with decrements of 1 ml/kg PBW every hour 
to a minimum of 4 ml/kg PBW, whereas the intermediate-tidal-volume group started 
at 10 ml/kg PBW. Pplat was maintained at less than 25 cmH2O; if it exceeded this 
threshold, tidal volume was progressively reduced by 1 ml/kg PBW. Ventilator-free 
days and mortality rate at 28  days did not differ between the low-tidal-volume 
(mean = 7.3 ml/kg PBW) and intermediate-tidal-volume (mean = 9.1 ml/kg PBW) 
groups. The intermediate-tidal-volume group showed higher Pplat and ΔP in the first 
3  days of the study, but still within a protective range for patients without 
ARDS. Additionally, use of the low-tidal-volume strategy was associated with CO2 
retention and respiratory acidosis, perhaps related to less efficient alveolar ventila-
tion. Furthermore, the use of oversedation to maintain low tidal volume may be 
associated with increased delirium, ventilator asynchrony, and the possibility of 
effort-induced lung injury. To date, there are no clinical trial data showing benefit or 
harm of low-tidal-volume ventilation in patients without ARDS.  Since ARDS is 
only very rarely recognized at its onset, the safest approach is to use protective ven-
tilation with tidal volume <8 ml/kg PBW.

3.3  Is Driving Pressure Associated with Mortality in Patients 
Without ARDS? No

The driving pressure of the respiratory system (ΔP,RS) can be easily calculated at the 
bedside as Pplat minus pressure at end-expiratory occlusion (PEEP + intrinsic PEEP). 
The ΔP,RS represents the tidal volume normalized by the respiratory system compli-
ance. Since the compliance of the respiratory system is proportional to the volume 
of aerated lung, ΔP,RS is the tidal volume corrected for the end-expiratory lung 
volume, thus estimating the strain during tidal breath. In other words, if tidal vol-
ume remains constant, if the compliance of the respiratory system is low, the ΔP,RS 
will proportionally increase; conversely, if the compliance of the respiratory system 
is high, the ΔP,RS will proportionally decrease. Furthermore, under constant 
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respiratory system compliance, ΔP,RS will increase at higher tidal volumes. Finally, 
ΔP,RS might be affected by the effects of PEEP on non-aerated lung areas. At a 
constant tidal volume, if PEEP increases lung volume by recruitment of previously 
collapsed alveoli, ΔP,RS will decrease; if PEEP increases lung volume by overdis-
tension of previously aerated alveoli, ΔP,RS will increase. In patients without ARDS, 
the lung volume at end-expiration and the compliance of the respiratory system are 
either within normal ranges or moderately reduced, and low PEEP levels are usually 
applied, thus avoiding alveolar overdistension. In a retrospective study, ΔP,RS on 
day 1 was not associated with hospital mortality in patients without ARDS [4]. A 
secondary analysis of the PRoVENT trial [3] showed no association between ΔP,RS 
(≤12 vs. >12 cmH2O) and hospital mortality. However, caution is warranted, given 
the relatively small sample size of the study. Therefore, to date there is no indication 
to guide ventilatory strategy on the basis of ΔP,RS alone in patients without ARDS.

3.4  Is Ppeak Associated with Mortality in Patients  
Without ARDS? Yes

Ppeak is determined by the inspiratory flow and the position where pressure is mea-
sured along the respiratory circuit. In fact, it represents the total pressure gradient, 
at a fixed flow, to overcome the elastic, resistive, and viscoelastic properties of the 
respiratory system, the artificial airways, and the ventilator circuit. Ppeak is one of the 
easiest respiratory variables to monitor at the bedside during mechanical ventila-
tion. In patients with increased airway resistance, under volume-controlled ventila-
tion, after occluding the airways at end-inspiration, the difference between Ppeak and 
Pplat represents the resistive properties (patient and ventilator circuit), whereas dur-
ing pressure-controlled ventilation, Ppeak is close to Pplat, since flow at expiration is 
almost zero. In patients without increased airway resistance and/or ventilator circuit 
obstruction, Ppeak is approximately equal to Pplat. A secondary analysis of PRoVENT 
reported a significant association between Ppeak > 18 cmH2O and inhospital mortal-
ity in patients without ARDS [3]. In conclusion, we suggest using a Ppeak pres-
sure < 30 cmH2O and a Pplat < 25 cmH2O in mechanically ventilated patients without 
ARDS in volume- and pressure-controlled ventilation.

3.5  Is PEEP Associated with Mortality in Patients  
Without ARDS? Yes

PEEP has been proposed to prevent or at least minimize atelectrauma during con-
trolled mechanical ventilation. However, PEEP can also lead to lung injury due to 
overdistension (so-called volutrauma) and impair right ventricular function and 
hemodynamics. In a systematic review [5] of preclinical studies in small and large 
mammals, “high PEEP” (versus lower PEEP) or “PEEP” (versus no PEEP) was 
associated with improved respiratory system compliance and better oxygenation. 
However, “high PEEP” and “PEEP” were also associated with occurrence of hypo-
tension, a reduction in cardiac output or development of hyperlactatemia, with no 
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differences in mortality. Based on the findings of this systematic review in experi-
mental settings, it is uncertain whether PEEP at any level truly prevents lung injury, 
and most trials suggested potential harmful effects on the systemic circulation. 
Patients without ARDS who have less atelectasis and better compliance of the respi-
ratory system seem to have a better balance between benefit and harm in favor of 
lower PEEP levels. Nevertheless, whether higher PEEP levels can be associated 
with clinical improvement over time is unknown. A meta-analysis of clinical trials 
[6] compared lower (2.0 ± 2.8 cmH2O) vs. higher (9.7 ± 4.0 cmH2O) levels of PEEP 
and found no benefits in terms of mortality and duration of invasive ventilation in 
surgical or medical ICU patients. In addition, pooling all data in a recent cohort [3] 
of patients without ARDS, high PEEP levels (>5  cmH2O) were associated with 
higher hospital mortality. A prospective randomized controlled trial in patients 
without ARDS to test the effects of low PEEP (lowest possible PEEP between 0 and 
5 cmH2O) and high PEEP (PEEP of 8 cmH2O) on the number of ventilator-free days 
and survival at day 28 is ongoing [7]. To date, the evidence suggests that PEEP 
should not exceed 5 cmH2O in patients without ARDS.

3.6  Is Respiratory Rate Associated with Mortality 
in Patients Without ARDS? No

Respiratory rate is one of the easiest variables to measure at the bedside. It may be 
controlled by the ventilator, by the patient, or both. Usually, respiratory rate is set to 
keep an adequate level of arterial partial pressure of carbon dioxide (PaCO2) and 
arterial pH. Experimental studies have shown that increased respiratory rate may be 
associated with VILI [8, 9]. From a physiological standpoint, the respiratory rate 
can reflect the number of cycles of injured stress and strain in the lung parenchyma. 
In the PReVENT trial [1], respiratory rate was higher in volume-controlled com-
pared to pressure-support ventilation groups, regardless of tidal volume. Conversely, 
PaCO2 was higher in the low-tidal-volume compared to intermediate-tidal-volume 
group during volume-controlled ventilation, but not in pressure-support ventilation, 
suggesting that the increased spontaneous breathing decreased the dead space, thus 
improving gas exchange. In conclusion, we suggest using assisted mechanical ven-
tilation modes in patients without ARDS, thus allowing selection of an appropriate 
respiratory rate for the patient.

3.7  Mechanical Energy and Power Calculations: Should 
We Abandon More Complex Formulas in Favor 
of Simplified Ones? Yes

The contribution of the energy and power applied to the lung parenchyma during 
mechanical ventilation, resulting in VILI, is known as ergotrauma. Work is 
force × distance and, in the case of the lungs, since pressure is force/area and vol-
ume is length × area, the product of pressure and volume is force × length, which is 
the work done during lung inflation. Work of breathing and energy are expressed in 
the same unit (J). Energy has been calculated as tidal volume (ml) × ΔP (cmH2O), 
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which gives a unit of ml/cmH2O. (To convert from ml/cmH2O to joules, all variables 
should be transformed to SI units.) Power is the rate of energy expenditure 
(Energy × Respiratory rate) [10, 11].

Different equations are available to calculate mechanical power. Since resis-
tive properties are included, it should be mentioned that mechanical power cal-
culation depends on the site of airway pressure measurement, i.e., whether at the 
end of the tracheal tube or at a transducer within the mechanical ventilator. In the 
first condition, only the resistance of the endotracheal tube is added to the airway 
resistance of the patient, while in the second condition, the total resistance 
encompasses the whole of the mechanical ventilator circuit, including the endo-
tracheal tube. To correctly calculate mechanical power, the resistances of both 
the tracheal tube and mechanical ventilator should be subtracted or otherwise 
accounted for.

The complex equation initially described by Gattinoni et al. [12] is:

 

Mechanical power J Respiratory rate

Tidal volum

/ min .( ) = ×

×

0 098
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where 0.098 is the conversion factor for units, Ers is the respiratory system elastance, 
I:E is the ratio between inspiratory and expiratory time, and Raw is the airway 
resistance.

One important benefit of using this more complex formula is that it enables 
quantification of the relative contribution of each component (tidal volume, respira-
tory rate, ΔP,RS, PEEP, I:E, and airflow). This has been done previously by changing 
one parameter at a time and observing the overall effect on mechanical power [12]. 
Therefore, this formula takes into account the resistive properties and PEEP (and, 
consequently, lung volume changes caused by PEEP). The main disadvantages of 
this formula are that it is laborious to calculate and may be conditioned to perfect 
calibration of the mechanical ventilator, since more variables are used to calculate 
the mechanical power.

Furthermore, there are controversies regarding the computation of mechanical 
energy in a static condition, since there is no cyclic movement of the respiratory 
system after sole application of PEEP [10]. Therefore, when PEEP is included and 
lung volume is changed by PEEP application, both the static and dynamic compo-
nents of mechanical energy should be calculated.

The static component of mechanical energy, which takes into account elastic 
mechanical power (MPELAST), can be calculated using the following formula:

 
MP Respiratory rate Tidal volume PEEPELAST plat= × × × −( )0 098. P  / 2 

The dynamic component of mechanical energy, which takes into account resis-
tive mechanical power (MPRES), can be calculated using the following formula:

 

MP Tidal volume Respiratory rate

, PE
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= × ×
× × − ×
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The simplest formula, which includes both elastic and resistive properties and is 
intended for use in critically ill patients [13], is composed of tidal volume, Ppeak, 
respiratory rate, and ΔP [12]:

 

Mechanical power J Tidal volume Respiratory rat/ min .( ) = × ×0 098 ee

peak RS× − ×( )P P½ ∆  

Serpa Neto et  al. [13] tested the hypothesis that mechanical power would be 
independently associated with patient-centered outcomes in mechanically venti-
lated critically ill patients for 48 h. This study was performed in two large cohorts 
of ICU patients whose data were prospectively collected in two databases. 
Mechanical power was independently associated with higher inhospital mortality, 
higher ICU mortality, fewer ventilator-free days, and longer ICU and hospital stays. 
One of the most important findings of this post hoc analysis was that, even at low 
tidal volume and low ΔP,RS, high mechanical power was associated with worse 
outcomes in critically ill patients. The combination of potential respiratory variables 
related to lung injury into a single parameter, instead of using only one respiratory 
variable, may have high predictive value for worse outcomes in the critically ill.

The concept of intensity, which is the distribution of mechanical power per unit 
of lung surface area [11, 14] or static compliance of the respiratory system 
(C,RS = Tidal volume/ΔP,RS), has also been proposed.

For the aforementioned formula, intensity (J/min) is given as = 0.098 × Tidal vol-
ume × Respiratory rate × (Ppeak − ½ × ΔP,RS)/Tidal volume/ΔP,RS.

 
After simplification Intensity J Respiratory rate, / min ,( ) = ×∆P RRS

2 2/  

If PEEP and resistive properties are added to the mechanical power formula, the 
intensity would be stated as:

 
Intensity J Respiratory rate ,peak RS/ min . /( ) = × × − ( ) 0 098 2P P∆ ×∆P,RS  

A recent study investigated whether mechanical power normalized for predicted 
body weight (norMP) could be a better marker of mortality compared to other ven-
tilator variables [15]. NorMP (AUC = 0.751) showed good predictive value for mor-
tality compared to non-normalized mechanical power (AUC = 0.747). Mechanical 
power normalized by respiratory system compliance (a surrogate of intensity) was 
an even better predictor of mortality (AUC = 0.753).

3.8  Does Use of a Simple Formula Enable Calculation 
of Mechanical Power in Volume-Controlled Ventilation? 
Yes: Simply Change the Variables and Observe 
the Consequences

Usually, changing a single respiratory variable may not promote lung protection if 
this change is not followed by significant changes in lung mechanics [16]. This 
phenomenon can be observed in different clinical scenarios. However, calculation 
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of mechanical power using the simplest formula, which takes into account tidal 
volume, respiratory rate, Ppeak, and ΔP,RS, can help understand why lung protection 
may not occur after changing only one respiratory variable.

The effects of different tidal volumes on mechanical power during volume- 
controlled ventilation have been simulated in a hypothetical patient with a PBW 
equal to 64 kg (the average body weight reported in patients without ARDS) [3]. 
The inspiratory:expiratory ratio was kept constant at 1:2. Three different respira-
tory system compliance values—0.02  l/cmH2O (low), 0.04  l/cmH2O (intermedi-
ate), and 0.06 l/cmH2O (high)—were tested, with tidal volume reduced from 10 to 
6  ml/kg PBW, total minute ventilation kept constant (9.6  l/min), and 
PEEP = 5 cmH2O. To maintain minute ventilation constant, respiratory rate was 
increased from 15 to 25 bpm. As shown in Fig. 3.1, together with the increment in 

Patient weight 64 kg, CRS=20 ml/cmH2O or 0.02 l/cmH2O

Before: VT = 10 ml/kg

VT = 0.64 l

RR = 15 bpm
VE= 9.6 l/min

Ppeak= 37 cmH2O

∆P = 32 cmH2O

MP = 19.7 J/min

MP = 0.098 x VT x RR x (Ppeak–½ x ∆P,RS)MP = 0.098 x VT x RR x (Ppeak–½ x ∆P,RS)

After: VT = 6ml/kg

PEEP = 5 cmH2O

VT = 0.38 l

RR = 25 bpm
VE= 9.6 l/min

Ppeak= 26 cmH2O

∆P = 19 cmH2O

PEEP = 5 cmH2O

0 5 10 15 20 J/min

↓19%

MP = 15.1 J/min

Fig. 3.1 Simulation of the effects of mechanical power (MP) during volume-controlled mechani-
cal ventilation in a patient with a predicted body weight of 64 kg (the average body weight of 
patients without ARDS). Inspiratory:expiratory ratio kept constant at 1:2. Three different respira-
tory system compliance (CRS) values—0.02  l/cmH2O (low), 0.04  l/cmH2O (intermediate), and 
0.06  l/cmH2O (high)—were tested, with tidal volume (VT) reductions from 10 ml/kg predicted 
body weight (PBW) to 6 ml/kg PBW, while keeping total minute ventilation (VE) constant (9.6 l/
min) at positive end-expiratory pressure (PEEP) = 5 cmH2O. To maintain constant minute ventila-
tion, respiratory rate (RR) was increased from 15 to 25 bpm. A decrease in inspiratory time (from 
1.3 to 0.8 s) and concomitant increase in airflow (from 0.36 to 0.59 l/s) are expected to follow, 
increasing the resistive pressure. Assuming a patient with constant airway resistance (4 cmH2O/
l/s), the increase in airflow would increase the resistive pressure by about 1.5 cmH2O, with an 
impact in Ppeak (one of the components of the mechanical power calculation). Reductions in VT 
were associated with lower mechanical power in all conditions. Furthermore, the percent decrease 
in mechanical power after the reduction in VT was greater at low compared to intermediate or 
higher respiratory system compliances (19% vs. 11% vs. 9%, respectively)
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Before: VT = 10 ml/kg After: VT = 6 ml/kg

0 5 10 15 20 J/min

↓9%

Patient weight 64 kg, CRS=60 ml/cmH2O or 0.06 l/H2O

VT = 0.64 l

RR = 15 bpm
VE= 9.6 l/min

Ppeak= 16 cmH2O

∆P = 11 cmH2O

PEEP = 5 cmH2O

VT = 0.38 l

RR = 25 bpm
VE= 9.6 l/min

Ppeak= 13 cmH2O

∆P = 6 cmH2O

PEEP = 5 cmH2O

MP = 0.098 x VT x RR x (Ppeak–½ x ∆P,RS)MP = 0.098 x VT x RR x (Ppeak–½ x ∆P,RS)

0 5 10 15 20

Patient weight 64 kg, CRS=40 ml/cmH2O or 0.04 l/cmH2O

Before: VT = 10 ml/kg

MP = 0.098 x VT x RR x (Ppeak–½ x ∆P,RS)MP = 0.098 x VT x RR x (Ppeak–½ x ∆P,RS)

After: VT = 6ml/kg

VT = 0.64 l

RR = 15 bpm
VE= 9.6 l/min

Ppeak= 21 cmH2O

∆P = 16 cmH2O

PEEP = 5 cmH2O

VT = 0.38 l

RR = 25 bpm
VE= 9.6 l/min

Ppeak= 16 cmH2O

∆P = 9.6 cmH2O

PEEP = 5 cmH2O

MP = 12.2 J/min

J/min

↓11%

MP = 10.6 J/min

MP = 9.7 J/min MP = 9.1 J/min

Fig. 3.1 (continued)
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respiratory rate from 15 to 25 bpm, a decrease in inspiratory time (from 1.3 to 
0.8  s) is expected, as well as a concomitant increase in airflow (from 0.36 to 
0.59 l/s), which would increase the resistive pressure. Considering a patient with 
constant airway resistance (4 cmH2O/l/s), the increase in airflow would increase 
the resistive pressure to approximately 1.5 cmH2O, which would have an impact on 
Ppeak. Reduction in tidal volume was associated with lower mechanical power in all 
conditions. Furthermore, the percentage of decrease in mechanical power after the 
reduction in tidal volume was greater at low compared to intermediate or higher 
compliances of the respiratory system (19% vs. 11% vs. 9%, respectively). This 
suggests that the effects of tidal volume reduction on mechanical power are greater 
at low respiratory system compliance.

Becher et al. [17], in a retrospective analysis of two previous studies, proposed 
two power equations for pressure-controlled ventilation (MPPCV): a simplified 
formula,

 MP Respiratory rate Tidal volume PEEPPCV insp= × × × +( )0 098. ∆P  

and a comprehensive equation,
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where R is resistance and C is compliance. Both formulas were compared to refer-
ence values obtained through integration of pressure-volume loops from the 
mechanical ventilator. The authors found that the simplified equation estimated 
mechanical power for pressure-controlled ventilation with a small bias, which 
resulted from not taking Tslope into account. On the other hand, the comprehensive 
equation was able to correct this bias, but requires knowledge of Tslope, resistance, 
and compliance. The formula proposed by Becher et al. was tested in a recent small 
validation study by van der Meijden et al. [18], in which the authors proposed a 
different equation:

 MP Respiratory rate Tidal volume PEEP ePCV insp= × × × + × −0 098 1. [ ∆P –– / )T R Cinsp ×(  

These authors found that, for higher mechanical power values, the method pro-
posed by Becher et al. [17] was somewhat inaccurate, although testing in larger 
samples was still warranted. Meanwhile, Becher et  al. tested the equation pro-
posed by van der Meijden et  al. using a dataset of 301 pressure-volume loops 
obtained from 42 patients [19]. The authors found that on average, the equation 
proposed by van der Meijden et al. led to underestimation of mechanical power, 
with a bias of −0.56 J/min and a correlation coefficient of r2 = 0.937, which is 

3 Ten Reasons to Use Mechanical Power to Guide Ventilator Settings in Patients…



46

inferior to both the “simplified” and “comprehensive” equations originally 
proposed by Becher et al. (r2 = 0.981 and r2 = 0.985, respectively). In addition, the 
difference could be related to the assumption that, during pressure-controlled ven-
tilation, end-inspiratory flow and pressure rise time are zero. In those respiratory 
cycles with end-inspiratory flow above zero, the formula will thus lead to under-
estimation of mechanical power, while pressure rise times above zero will lead to 
overestimation of mechanical power. The exchange of letters between these two 
groups of authors, with equation proposals and reanalysis of a larger dataset, is a 
step towards better understanding of mechanical power calculation during pres-
sure-controlled ventilation [20].

3.9  Can Mechanical Power Be Computed During Assisted 
Ventilation? Yes

Mechanical energy and power, by definition, represent the total energy trans-
ferred from the mechanical ventilator in association with the respiratory muscles. 
To date, clinical studies have focused on relaxed respiratory muscles; therefore, 
only the mechanical power provided by the ventilator is computed [12, 21]. 
Nevertheless, the mechanical power generated by the respiratory muscles was 
calculated using an esophageal catheter in two pediatric studies [22, 23]. In an 
experimental study, mechanical power was calculated during pressure-support 
ventilation in rats. However, the authors chose to calculate only the portion 
attributable to the mechanical ventilator, which was reduced in pressure-support 
ventilation compared to pressure- controlled ventilation [24]. The calculation of 
lung mechanical power was done using the trapezoidal rule, as the integral of the 
inspiratory transpulmonary pressure versus the inspired tidal volume curve by 
numeric integration. A similar calculation was done in controlled mechanical 
ventilation [12].

There are further challenges to be overcome regarding calculation of respiratory 
system mechanical power during spontaneous breathing: (1) adjustment for chest 
wall movement; (2) distribution of mechanical power across the lung surface, which 
may not follow the same distribution determined by lung inhomogeneity [10]; and 
(3) the proper contribution of respiratory muscle activity to overall mechanical 
power under assisted mechanical ventilation.

3.10  Is Mechanical Power Associated with Lung Injury 
in Experimental Models? Yes

Recent studies have described the impact of mechanical power on VILI [25, 26, 29, 
30]. In one such investigation, lung edema was observed when transpulmonary 
mechanical power was higher than 12.1  J/min [25]. Several analyses have been 
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done to evaluate the relative contribution of tidal volume and respiratory rate to 
mechanical power [12]. An experimental study [26] investigated the impact of high 
and low mechanical power, obtained as combinations of low and high tidal volume 
and respiratory rate, on VILI. Mechanical power was calculated using different for-
mulas [12, 27, 28]. Even when combined with high tidal volume, low mechanical 
power resulted in greater lung damage, thus suggesting the importance of using 
protective low tidal volume in ARDS [26]. PEEP is also an important parameter to 
calculate mechanical power. In this line, Collino et al. investigated the effects of 
increasing PEEP values on mechanical power in healthy lungs [30]. For this pur-
pose, piglets were ventilated by a tidal volume (14.9 ml/kg) similar to functional 
residual capacity (FRC), which gives an overall strain close to 1, and increasing 
levels of PEEP were tested (0, 4, 7, 11, 14, and 18 cmH2O) for 50 h. Mechanical 
power was calculated by the formula proposed by Gattinoni et al. [12], which takes 
into account the PEEP × ΔV related to PEEP.

The authors showed that mechanical power was constant from 0 up to 7 cmH2O, 
which could be reflected by improvement of lung elastance within this range. On 
the other hand, increasing PEEP from 7 up to 18  cmH2O was associated with 
greater damage and relevant hemodynamic instability. This experimental study 
emphasizes that PEEP may be a major determining factor of damage in certain 
settings, while in others, the driving pressure, respiratory rate, and tidal volume 
may be more important. More recently, Felix et al. [31] tested the hypothesis that 
the impact of an abrupt increase in tidal volume would be attenuated if tidal vol-
ume were increased slowly enough to reduce alveolar mechanical heterogeneity 
and VILI. Although the primary focus was not related to mechanical power itself, 
the authors showed that extending the adaptation period increased cumulative 
power and induced VILI, since animals were exposed to injurious strain earlier 
and for a longer time [32]. Therefore, the rapid recognition of high mechanical 
power mitigates lung damage.

3.11  Is Mechanical Power Associated with Mortality 
in Patients Without ARDS? Yes

In their dual-dataset study, Serpa Neto et al. [13] observed an association between 
increased risk of death and mechanical power higher than 17.0 J/min (Fig. 3.2). 
The most important result of this post hoc analysis was that even at low tidal vol-
ume and low ΔP, high mechanical power was associated with fewer ventilator-
free days, longer ICU stays, and higher inhospital mortality. Similar findings were 
found in a secondary analysis of 1705 mechanically ventilated patients without 
ARDS [33]. By using the same formula described by Serpa Neto et al. [13], the 
authors found that ΔP, Pplat, and mechanical power were associated with inhospital 
mortality.
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3.12  Conclusion

In patients without ARDS, ventilatory management has been associated with mortal-
ity. Commonly targeted ventilator parameters, such as tidal volume and ΔP, are not 
associated with mortality in patients without ARDS, while respiratory rate—which 
has been comparatively neglected in clinical trials—is gaining attention. Mechanical 
power, which pools these variables to reflect the amount of energy transferred from 
the mechanical ventilator to the lung parenchyma over time, can be easily calculated 
at the bedside. Experimental and clinical data show it is associated with VILI and 
outcomes. In short, mechanical power might be considered as a potential tool to 
optimize ventilation settings in patients without ARDS and should be validated for 
this purpose in prospective observational and interventional studies.
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4Extracellular Vesicles in ARDS: New 
Insights into Pathogenesis with Novel 
Clinical Applications

R. Y. Mahida, S. Matsumoto, and M. A. Matthay

4.1  Introduction

Acute respiratory distress syndrome (ARDS) is an inflammatory disorder of the 
lungs that can develop following various insults, the commonest being pneumonia. 
Patients develop acute hypoxemic respiratory failure following inflammatory injury 
to the alveolar epithelium and endothelium [1]. The precipitating injury can be direct 
(e.g., pneumonia, aspiration) or indirect (e.g., peritonitis, pancreatitis, shock). Our 
understanding of ARDS pathogenesis has increased in the 50 years since this syn-
drome was first described; however, there are many aspects which continue to elude 
us [1]. Following the same insult, why do some patients develop ARDS and others 
do not? How can we predict which critically ill patients are at higher risk of develop-
ing ARDS? Advances in ventilation strategies [2] and fluid management have helped 
to reduce mortality; however, this still remains unacceptably high at 35–45% [3]. 
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Despite numerous clinical trials, there is still no effective pharmacotherapy available 
for ARDS patients. However, the rapidly developing field of extracellular vesicles 
may provide a major new opportunity for an improved understanding of ARDS 
pathogenesis, valuable biomarkers of injury, and targets for new therapies.

Extracellular vesicles are anuclear structures released by cells and bounded by a 
phospholipid bilayer membrane. Cells can release extracellular vesicles during states 
of health, injury/activation, and apoptosis. Extracellular vesicles can contain diverse 
cargo, including messenger RNA (mRNA), micro RNA (miR), cytokines, and mito-
chondria. Surface markers on extracellular vesicles can indicate the parent cell from 
which they were derived, and also determine which cells can incorporate specific 
extracellular vesicles. We are now beginning to appreciate the role extracellular vesi-
cles play in intercellular communication in health and disease states, facilitating trans-
fer of genetic material, proteins, and organelles between cell types. Distinctions 
between the two main subtypes of extracellular vesicles are based on size and origin: 
exosomes are smaller (<150  nm diameter) and may have an endosomal origin. 
Microvesicles are larger (up to 1 μm diameter) and derived from the cell membrane.

In this chapter, we highlight recent translational and clinical studies that have deep-
ened our understanding of the role extracellular vesicles play in both mediating and 
attenuating inflammatory lung injury in ARDS. We discuss what future directions can 
be taken to utilize extracellular vesicles as diagnostic or prognostic biomarkers, as 
targets for novel therapeutics, or as therapeutic agents in their own right (Fig. 4.1).
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Neutrophil

Endothelial Biomarker
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Target

Therapeutic
Strategy
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RNA pathways of injury

Protein pathways of injury

Non-specific EV sequestering
e.g. hyaluronic acid

Inhibit release and/or uptake
of pathogenic EVs
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protective EVs
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Fig. 4.1 Clinical relevance and applications of extracellular vesicles in acute respiratory distress 
syndrome (ARDS). Representative extracellular vesicle (EV) shown with phospholipid bilayer, sur-
face markers, and cargo. Surface markers indicate cell of origin (e.g., CD45+/CD66b+ indicates a 
neutrophil-derived extracellular vesicle, CD31+ endothelial-derived, CD41+ platelet-derived, and 
CD326+ epithelial-derived). Surface markers from different cell types shown for illustrative pur-
poses; extracellular vesicles will not concurrently express all surface markers shown. Extracellular 
vesicle cargo can include micro RNA, messenger RNA, mitochondria, and protein (e.g., cytokines). 
EPC endothelial progenitor cell, MSC mesenchymal stem cell, TNF-α tumor necrosis factor-α

R. Y. Mahida et al.



55

4.2  Contribution of Extracellular Vesicles 
to the Pathogenesis of ARDS

Preclinical models of ARDS have shown that extracellular vesicles released follow-
ing lung injury can mediate inflammation and have an injurious effect. Endothelial 
injury is often the earliest pathological event leading to the development of ARDS 
[4]. Circulating endothelial and leukocyte-derived extracellular vesicles are elevated 
in the intratracheal lipopolysaccharide (LPS) rat model of lung injury [5]. Human 
endothelial cells also release extracellular vesicles following stimulation with 
plasminogen- activated inhibitor-1 [6]. Several studies have reported that intrave-
nous administration of endothelial extracellular vesicles in rodents induced lung 
injury with alveolar neutrophilic infiltration, pulmonary edema, elevated inflamma-
tory cytokines (myeloperoxidase [MPO], interleukin [IL]-1β and tumor necrosis 
factor [TNF]-α), and increased lung endothelial permeability [6–8]. These changes 
were similar to those observed following intratracheal LPS injury. Endothelial 
extracellular vesicle treatment of murine or human arterioles impaired nitric oxide 
release and vasodilation, which partly explains the in vivo findings [6]. Endothelial 
extracellular vesicles administered concurrently with LPS (intratracheal or intrave-
nous) caused a greater increase in alveolar endothelial permeability and inflamma-
tory cytokine release than either LPS or extracellular vesicles alone [6, 7]. However, 
when endothelial extracellular vesicles were administered 6 h prior to intravenous 
LPS, the resulting circulating and alveolar inflammatory cytokine release was sig-
nificantly greater than with concurrent administration of extracellular vesicles and 
LPS. An initial endothelial injury triggered release of endothelial extracellular ves-
icles, which then primed the lung for a greater inflammatory response when exposed 
to a subsequent infectious insult.

Following LPS treatment, human endothelial cells release extracellular vesicles 
containing nitrated sphingosine-1-phosphate receptor-3 (S1PR3) [9]. Elevated cir-
culating S1PR3 concentrations are associated with mortality in critically ill sepsis 
patients, with or without ARDS. Endothelial extracellular vesicles could therefore 
represent a potential biomarker and/or offer a novel therapeutic target for 
ARDS.  Simvastatin treatment given concurrently with intravenous LPS in mice 
reduced endothelial extracellular vesicle release and lung endothelial permeability 
[10]. This is a particularly interesting finding, since a secondary analysis of an 
ARDS trial showed that simvastatin reduced mortality in patients with a hyper- 
inflammatory endotype, suggesting that statin therapy was working in part by inhib-
iting extracellular vesicle release and lung injury [11]. Therefore, therapies aimed at 
reducing or blocking endothelial extracellular vesicles may attenuate lung injury.

Recently, the results of studies in the ex vivo perfused human lung model have 
provided compelling new evidence for the potential role of extracellular vesicles in 
mediating lung injury in ARDS. In an ex vivo perfused human lung model of Gram 
negative pneumonia, injury with intrabronchial Escherichia coli led to release of 
extracellular vesicles by lung tissue into the perfusate [12]; these extracellular vesi-
cles were predominantly endothelial- and platelet-derived. Administration of E. 
coli-induced extracellular vesicles either into the perfusate or into the air spaces in 
naïve, uninjured human lungs induced injury similar to the degree of lung injury 
with E. coli pneumonia: pulmonary edema, impaired alveolar fluid clearance, 
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neutrophilic infiltration, and elevated bronchoalveolar lavage fluid (BALF) TNF-α. 
E. coli-induced extracellular vesicles contained high levels of TNF-α and IL-6 
mRNA, which explained at least part of their pro-inflammatory effects. Monocyte 
uptake of E. coli-induced extracellular vesicles resulted in increased secretion of 
TNF-α and IL-6. High molecular weight hyaluronic acid bound CD44 on the sur-
face of E. coli- induced extracellular vesicles, thus preventing their uptake by mono-
cytes. Intravenous administration of high molecular weight hyaluronic acid to 
ex vivo human lungs injured with E. coli or E. coli-induced extracellular vesicles 
attenuated lung injury, pulmonary edema, BALF TNF-α levels, and histologic evi-
dence of lung injury. This important study showed that following infectious injury, 
human lung tissue releases pathogenic extracellular vesicles, which can mediate 
more severe inflammatory lung injury. The results suggest that strategies to seques-
ter extracellular vesicles could prevent their uptake and biologic cargo delivery to 
target cells, thereby reducing subsequent inflammatory injury; extracellular vesicle 
sequestration may therefore offer a therapeutic strategy in ARDS.

ARDS patients have a higher total concentration of alveolar extracellular vesi-
cles, compared to control patients with hydrostatic edema [13]. A significant pro-
portion of alveolar extracellular vesicles in ARDS patients are derived from alveolar 
epithelial cells; these extracellular vesicles contain higher concentrations of tissue 
factor and exert a pro-coagulant effect. Alveolar epithelial cell-derived extracellular 
vesicles may therefore also contribute to the increased pro-coagulant activity 
observed in ARDS and thereby represent a therapeutic target.

Different alveolar cell types release extracellular vesicles in sequential order fol-
lowing murine intratracheal LPS lung injury [14]. Alveolar macrophage-derived 
extracellular vesicles are rapidly released first, followed by endothelial extracellular 
vesicles and then neutrophil extracellular vesicles. This temporal difference in BALF 
extracellular vesicles release by different alveolar cell types may give insight into the 
pathological mechanisms underpinning ARDS. Alveolar macrophage- derived extra-
cellular vesicle release may subsequently trigger pro-inflammatory extracellular vesi-
cle release by epithelial cells and neutrophils. The alveolar macrophage extracellular 
vesicles can deliver high concentrations of TNF-α cargo to alveolar epithelial cells, 
resulting in increased production of the neutrophil chemotactic factor keratinocyte-
derived cytokine (KC) and expression of intercellular adhesion molecule-1 (ICAM-
1). BALF extracellular vesicles generated from intratracheal LPS treated mice resulted 
in lung injury when they were administered intratracheally to naïve mice, with 
increased alveolar neutrophil infiltration, alveolar protein permeability, and elevated 
BALF KC levels. Administration of these pathogenic BALF extracellular vesicles 
caused lung injury similar to LPS treatment. Alveolar macrophage extracellular vesi-
cles containing TNF-α may play a significant role in instigating the inflammatory 
cascade in early ARDS; therefore alveolar macrophage extracellular vesicles should 
be considered as potential novel biomarkers and/or therapeutic targets.

Different modalities of lung injury can induce release of extracellular vesicles 
from different cell types. One group found that following sterile lung injury, most 
BALF extracellular vesicles were derived from type 1 alveolar epithelial cells [15]. 
However, following infectious lung injury, most BALF extracellular vesicles were 
derived from alveolar macrophages. BALF extracellular vesicles generated from 
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both sterile and infectious lung injury models promoted the recruitment of macro-
phages to the alveolar space. Sterile lung injury BALF extracellular vesicles (pre-
dominantly alveolar epithelial cell-derived) upregulated Toll-like receptor (TLR)2 
and downregulated TLR8 expression in macrophages. Infectious lung injury BALF 
extracellular vesicles (predominantly alveolar macrophage-derived) upregulated 
TLR6 on macrophages. Differential effects on cytokine release were also observed 
with BALF extracellular vesicles: sterile injury extracellular vesicles upregulated 
alveolar macrophage release of IL-6 and TNF-α, whereas infectious injury extracel-
lular vesicles upregulated IL-1β and IL-10 release by alveolar macrophages. BALF 
extracellular vesicles generated following different modalities of lung injury pro-
mote inflammation via different pathways.

Remarkably, mouse models have indicated that release of extracellular vesicles 
following distant injury, e.g., traumatic brain injury [16] or trauma and hemorrhagic 
shock [17], can mediate lung injury. Following trauma and hemorrhagic shock, gut- 
derived extracellular vesicles were released into the mesenteric lymphatic system. 
Intravenous administration of these extracellular vesicles to naïve mice caused lung 
injury via macrophage TLR4 activation, including increased alveolar vascular perme-
ability and inflammatory cell infiltration [17]. These findings indicate that similar 
mechanisms may be present in patients who develop ARDS following similar distant 
(indirect) insults. This pathway might explain in part the development of neurogenic 
pulmonary edema as well as lung injury following shock and ischemia-reperfusion.

Following lung injury, pro-inflammatory miRNAs can be transported between 
cells by extracellular vesicles. One group found that miR-17-5p was upregulated in 
BALF extracellular vesicles from patients with influenza A-induced ARDS; these 
extracellular vesicles were likely alveolar epithelial cell-derived. When influenza A 
infected alveolar epithelial cells were transfected with miR-17-5p, this downregu-
lated expression of the antiviral factor MX1 and increased viral replication [18]. 
Other investigators found that BALF extracellular vesicles contained high concen-
trations of miR-466 in intratracheal-LPS mice [19]. Transfection of macrophages 
with miR-466 was found to upregulate the nucleotide-binding oligomerization like 
receptor 3 (NLRP3) inflammasome, and stimulate increased release of IL-1β fol-
lowing LPS stimulation.

By learning how endogenous extracellular vesicles mediate inflammation and 
increase endothelial and epithelial permeability, it will be possible to gain greater 
insight into the protein and RNA pathways involved in the pathogenesis of 
ARDS. These pathogenic extracellular vesicles can be utilized as diagnostic/prog-
nostic biomarkers, or as targets for novel therapeutic strategies.

4.3  Potential Endogenous Protective Effects of Extracellular 
Vesicles in ARDS

In the prior section, we discussed the evidence for how extracellular vesicles may 
contribute to ARDS pathogenesis; these harmful extracellular vesicles are predomi-
nantly derived from specific cell types (endothelium, alveolar epithelial cells, and 
alveolar macrophages). There is also evidence to suggest that extracellular vesicles 
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from other cell types may have a protective, anti-inflammatory role in the context of 
ARDS. Clinical studies investigating harmful and protective extracellular vesicles 
in ARDS patients are summarized in Table 4.1.

The data suggest that extracellular vesicles within a given biofluid cannot be con-
sidered as a homogenous entity; the origin and cargo of extracellular vesicles from 
different cell types at different stages of ARDS are likely to have divergent effects. 
Heterogeneity in cellular function and transcriptome has been shown to impact on 
patient outcomes in sepsis-related ARDS [20]. It is therefore likely that heterogene-
ity in extracellular vesicle profiles will similarly impact on patient outcome.

Table 4.1 Clinical studies investigating protective and pathological extracellular vesicles in 
patients with acute respiratory syndrome (ARDS)

Author 
[Ref.] Cell origin Biofluid Patient cohort Extracellular vesicle effect
Pathological extracellular vesicles
Bastarache 
et al. [13]

Epithelial BALF 11 ARDS patients 
and 13 
hydrostatic 
edema patients

Epithelial extracellular vesicles are 
present at higher concentrations in 
ARDS patient BALF. Epithelial 
extracellular vesicles are enriched for 
tissue factor and likely contribute to 
increased pro- coagulant activity

Sun et al. 
[9]

Endothelial Plasma 23 sepsis-related 
ARDS, 24 sepsis 
without ARDS 
and 19 non-sepsis 
patients

Elevated concentrations of endothelial 
extracellular vesicles containing 
S1PR3 are associated with increased 
mortality in ARDS patients

Scheller 
et al. [18]

Epithelial BALF 6 Influenza A 
H1N1-induced 
ARDS patients

Influenza A induced ARDS patients 
have elevated concentrations of 
epithelial extracellular vesicles 
containing miR-17-5p. This miR 
increases viral replication within 
alveolar epithelial cells

Protective extracellular vesicles
Guervilly 
et al. [21]

Leukocyte
Neutrophil
Endothelial
Platelet

BALF
Plasma

52 ARDS 
patients, 10 
non-ARDS 
ventilated ICU 
patients and 12 
spontaneously 
breathing patients

Leukocyte and neutrophil extracellular 
vesicle concentrations were elevated in 
ARDS patient BALF. In early ARDS, 
elevated BALF and plasma 
concentrations of leukocyte 
extracellular vesicles were associated 
with increased survival and VFDs

Neudecker 
et al. [26]

Neutrophil BALF 55 ARDS patients Neutrophil extracellular vesicles 
transfer miR-223 to alveolar epithelial 
cells, reducing permeability and 
inflammatory cytokine release

Shaver 
et al. [22]

All Plasma 280 ICU patients 
at risk of 
ARDS. Of these 
90 developed 
ARDS

Elevated plasma extracellular vesicle 
concentrations on ICU admission were 
associated with a lower risk of 
developing ARDS

BALF bronchoalveolar lavage fluid, ICU intensive care unit, miR micro ribonucleic acid, S1PR3 
sphingosine-1-phosphate receptor-3, VFDs ventilator-free days
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Some clinical studies have reported that total leukocyte extracellular vesicle 
numbers are associated with a better prognosis in ARDS patients. An observational 
study characterized BALF and circulating extracellular vesicles from 52 ventilated 
patients with ARDS; control groups included ventilated patients without ARDS, 
and non-ventilated patients undergoing outpatient bronchoscopy [21]. The majority 
(90%) of ARDS patients had direct lung injury; 73% had pneumonia. The BALF 
from ARDS patients contained elevated leukocyte- and neutrophil-derived extracel-
lular vesicles compared to controls. In early ARDS, elevated BALF and plasma 
concentrations of leukocyte extracellular vesicles were associated with increased 
survival and ventilator-free days, thus suggesting a potential role for BALF and 
serum leukocyte extracellular vesicles as prognostic biomarkers in early ARDS. In 
a separate study, total plasma extracellular vesicle concentrations were measured in 
280 critically ill patients on intensive care unit (ICU) admission; 90 of these patients 
subsequently developed ARDS [22]. Elevated plasma extracellular vesicle concen-
trations were associated with a lower risk of developing ARDS; this association was 
seen most strongly in patients admitted to ICU with sepsis. Another group of inves-
tigators [23] found that a subset of circulating leukocyte extracellular vesicles 
expressing α2-macroglobulin (A2MG) were associated with survival in ICU patients 
with sepsis secondary to pneumonia, but not in patients with sepsis secondary to 
fecal peritonitis. A2MG-EV treatment in vitro reduced endothelial cell permeability 
and increased bacterial phagocytosis by neutrophils.

Several studies have revealed a protective role for neutrophil extracellular vesi-
cles in lung injury. Binding of neutrophil extracellular vesicles to Mer tyrosine 
kinase (MerTK) receptors on macrophages increased secretion of the pro-repair 
factor TGFβ and decreased secretion of pro-inflammatory cytokines TNF-α and 
IL-8 [24, 25]. Therefore, neutrophil extracellular vesicles have an anti-inflamma-
tory effect on macrophages. Neutrophil extracellular vesicles containing miR-223 
were found to have an anti-inflammatory effect on alveolar epithelial cells, via sup-
pression of poly(adenosine diphosphate-ribose) polymerase-1 [26]. In murine 
staphylococcal or ventilator-induced lung injury (VILI), intratracheal delivery of 
extracellular vesicles containing miR-223 reduces inflammatory cytokine release, 
alveolar protein permeability, and lung injury. Infiltration of neutrophils into the 
alveolar space is a hallmark of ARDS pathogenesis, and their pro- inflammatory role 
is established [27]. However, this evidence suggests that neutrophils may also have 
a concurrent anti-inflammatory role, via release of extracellular vesicles that modu-
late alveolar macrophage and alveolar epithelial cell functions.

Innate mechanisms that inhibit release or promote clearance of pro-inflamma-
tory extracellular vesicles may be present in ARDS patients. Alveolar macro-
phages can phagocytose inflammatory BALF extracellular vesicles via MerTK 
binding, to prevent their uptake by alveolar epithelial cells [28]. The inflammatory 
BALF extracellular vesicles have a more injurious effect on alveolar epithelial 
cells compared to alveolar macrophages. As discussed in the previous section, 
LPS-stimulated macrophages release extracellular vesicles containing TNF-α, 
which can initiate an inflammatory cascade. LPS-stimulated alveolar epithelial 
cells can release IL-25, which acts on macrophages to suppress release of 

4 Extracellular Vesicles in ARDS: New Insights into Pathogenesis with Novel Clinical…



60

inflammatory extracellular vesicles containing TNF-α [29]. Strategies to enhance 
IL-25 signaling or alveolar macrophage phagocytosis of extracellular vesicles 
may have therapeutic benefit in ARDS.

Subsets of leukocyte-derived extracellular vesicles appear to have a protective 
role in ARDS, which may be related to delivery of anti-inflammatory miRNAs. 
Mechanisms also exist to either inhibit inflammatory extracellular vesicle release or 
prevent their uptake by susceptible cell types. Therapeutic strategies to upregulate 
innate protective extracellular vesicles or enhance existing protective mechanisms 
may attenuate inflammation in ARDS.

4.4  Benefits of Extracellular Vesicles Derived 
from Mesenchymal Stromal Cells and Endothelial 
Progenitor Cells in ARDS Models

Extracellular vesicles derived from non-pulmonary cell types can have a protec-
tive effect in some models of ARDS. Mesenchymal stromal cells (MSCs) can 
attenuate inflammation and lung injury in preclinical models of ARDS, due to 
their intrinsic anti-inflammatory abilities [30]. Mesenchymal stromal cells medi-
ate their effects via cell-cell contact and via release of paracrine factors; adminis-
tration of mesenchymal stromal cell conditioned media was previously shown to 
attenuate lung injury in intratracheal-LPS injured mice [31]. Mesenchymal stro-
mal cell-derived extracellular vesicles isolated from conditioned media attenuated 
inflammation and lung injury in both intratracheal-LPS and E. coli pneumonia 
models of murine lung injury [32, 33]. Prophylactic treatment with mesenchymal 
stromal cell extracellular vesicles increased survival in rats undergoing traumatic 
lung injury; inflammatory cytokines, infiltrating leukocytes, and pulmonary 
edema were all reduced [34]. These effects were in part due to mesenchymal stro-
mal cell extracellular vesicle transfer of miR-124 [34]. In a pig model of influ-
enza-induced lung injury, administration of mesenchymal stromal cell extracellular 
vesicles similarly reduced lung injury, alveolar protein permeability, and inflam-
matory cytokine release. Mesenchymal stromal cell extracellular vesicle treat-
ment of alveolar epithelial cells reduced viral replication and virus-induced 
apoptosis. In addition, an experimental model of infant respiratory distress syn-
drome and bronchopulmonary dysplasia in newborn mice showed a therapeutic 
effect of extracellular vesicles isolated from mesenchymal stromal cells in reduc-
ing lung injury and restoring lung function, in part through induction of anti-
inflammatory and pro-resolving macrophages [35].

Mesenchymal stromal cell extracellular vesicles can transfer mitochondria to 
alveolar macrophages, inducing a modified M2 (pro-resolving) phenotype [36]. 
Mesenchymal stromal cells stimulated with IL-1β release extracellular vesicles con-
taining miR-146a, which also induces an M2 macrophage phenotype [37]. These 
mesenchymal stromal cell extracellular vesicle modified alveolar macrophages 
have pro-resolving characteristics (increased secretion of anti-inflammatory cyto-
kine IL-10, reduced secretion of inflammatory cytokines TNF-α and IL-8), but also 
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increased phagocytic activity against bacteria [31, 36, 38, 39]. Mesenchymal stro-
mal cell extracellular vesicles modulate alveolar macrophages to clear bacteria 
more effectively, while minimizing surrounding tissue injury.

Mesenchymal stromal cell extracellular vesicles also contain mRNA for kerati-
nocyte growth factor (KGF) and angiopoetin-1, which can be transferred to alveolar 
epithelial cells and endothelial cells [32, 40], thereby increasing the integrity of the 
alveolar-capillary barrier. These findings explain the ability of mesenchymal stro-
mal cell extracellular vesicles to restore alveolar fluid clearance in ex vivo human 
lungs [41]. In an E. coli pneumonia model using ex vivo human lungs, administra-
tion of mesenchymal stromal cell extracellular vesicles reduced bacterial load 
within the alveolar space, reduced protein permeability, and increased alveolar fluid 
clearance [42]. Mouse studies indicated that mesenchymal stromal cell extracellular 
vesicle transfer of miR-145 to macrophages was responsible for the increased bac-
terial phagocytosis [43].

Endothelial progenitor cells (EPCs) also release extracellular vesicles that have 
a protective role in lung injury. Endothelial progenitor cells release extracellular 
vesicles containing miR-126, which are taken up by endothelial cells [44], resulting 
in enhanced endothelial cell proliferation, migration, angiogenesis, and trans- 
epithelial electrical resistance. Administration of endothelial progenitor cell extra-
cellular vesicles decreased lung injury, hypoxia, alveolar cell count, protein 
permeability, pulmonary edema, and inflammatory cytokines in the murine 
intratracheal- LPS model [44, 45]. Work in human small airway epithelial cells 
found that miR-126 could increase expression of tight junction proteins [45]. 
Therefore, endothelial progenitor cell extracellular vesicles containing miR-126 
have a protective effect on both the epithelium and endothelium in models of ARDS.

Mesenchymal stromal cells and endothelial progenitor cells mediate their anti- 
inflammatory and pro-repair effects in part by release of extracellular vesicles, 
which deliver miRNA, mRNA, and mitochondrial cargo to different alveolar cell 
types. Administration of mesenchymal stromal cell extracellular vesicles or endo-
thelial progenitor cell extracellular vesicles may therefore offer a novel therapeutic 
strategy for ARDS patients.

4.5  Clinical Applications for Extracellular Vesicles in ARDS

As summarized in Fig. 4.1, extracellular vesicles have wide-ranging potential clini-
cal applications in ARDS. Extracellular vesicles from specific cell types could be 
used as diagnostic or prognostic biomarkers. Human endothelial extracellular vesi-
cles can induce lung injury in mice [6], and a subset of endothelial extracellular 
vesicles has been associated with mortality in ARDS patients [9]. Therefore, endo-
thelial extracellular vesicles could be used as diagnostic and prognostic biomarkers 
in ARDS. By understanding how extracellular vesicles mediate intercellular trans-
fer of genetic material, organelles, and proteins between different cell types in the 
alveolar space, it will be possible to learn how the RNA and protein pathways of 
injury are involved in ARDS pathogenesis.
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Circulating and BALF pathogenic extracellular vesicles offer therapeutic targets 
in ARDS. Studies have thus far identified endothelial- and alveolar macrophage- 
derived extracellular vesicles as having the ability to induce lung injury [6, 14]. 
Therapeutic targeting of pathogenic extracellular vesicles could prevent transfer of 
pro-inflammatory genetic material and proteins to target cells. Nonspecific extracel-
lular vesicle sequestering with hyaluronic acid [46] would target all extracellular 
vesicles expressing CD44 (a widely expressed glycoprotein), but has a potential 
disadvantage of sequestering both pathogenic and beneficial extracellular vesicles.

Alveolar macrophages can phagocytose pathogenic extracellular vesicles via 
MerTK receptors, thereby preventing extracellular vesicle uptake by alveolar epithe-
lial cells and subsequent inflammatory injury [28]. Therapeutic strategies to upregu-
late MerTK expression on alveolar macrophages may aid uptake of pathogenic 
extracellular vesicles and attenuate inflammation in ARDS.  Strategies to inhibit 
pathogenic extracellular vesicle release also require consideration: alveolar epithelial 
cells can release IL-25 to inhibit the release of pathogenic alveolar macrophage 
extracellular vesicles [29]. Simvastatin can inhibit the release of pathogenic endothe-
lial extracellular vesicles in murine models of lung injury [10] and this may be rele-
vant in the setting of ARDS [11]. Surprisingly, neutrophil extracellular vesicles have 
been shown to have an anti-inflammatory role in sepsis and ARDS [25, 26]. Therefore, 
strategies to stimulate extracellular vesicle release by neutrophils in vivo or adminis-
tration of neutrophil extracellular vesicles generated ex vivo could be considered.

Extracellular vesicles derived from exogenous mesenchymal stromal cells and 
endothelial progenitor cells mediate the anti-inflammatory actions of the parent cell 
by delivery of mitochondria, genetic material, and proteins to injured alveolar cells. 
As described above, therapeutic use of mesenchymal stromal cell extracellular ves-
icles has shown efficacy at reducing lung injury in several preclinical models. In 
mouse models of lung injury, mesenchymal stromal cell extracellular vesicles have 
similar efficacy to mesenchymal stromal cells themselves. Finally, exogenous extra-
cellular vesicles could be modified to package custom drugs or protective RNA 
cargo, which could be delivered to specific cell types as determined by the extracel-
lular vesicle surface markers [47].

4.6  Future Directions

Several studies that have investigated the role of extracellular vesicles in acute lung 
injury and ARDS have been done in animal and in vitro models, although one recent 
study was done in the ex vivo perfused human lung [12], and there are a few clinical 
studies as well [13, 18, 21–23]. Future studies will need to characterize BALF and 
circulating extracellular vesicles from ARDS patients with regard to the cell of ori-
gin, cargo assessment (RNA, protein, organelle content), and their biological effect 
on human cells and human tissues. Standardized methods of biologic fluid collec-
tions and RNA isolation from extracellular vesicles are now possible, so that the 
data will be comparable and generalizable [48]. Extracellular vesicle profiles from 
ARDS patients will need to be compared with those from animal models and ex vivo 
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human lung models in order to determine how well the extracellular vesicles 
released in these models correlate with those observed in the clinical setting of 
ARDS. Clinical studies to test the utility of extracellular vesicles as diagnostic and 
prognostic biomarkers in ARDS patients will be needed. Clinical trials of mesen-
chymal stromal cell extracellular vesicles are needed to determine therapeutic util-
ity in patients with ARDS as well as infant respiratory distress syndrome and 
bronchopulmonary dysplasia.

4.7  Conclusions

Extracellular vesicles constitute an important intercellular communication mecha-
nism, which allows targeted transfer of biologic cargo including RNA, micro RNA, 
proteins, and mitochondria between different cell types. New evidence indicates 
that extracellular vesicles are likely to be critical to the induction and resolution of 
injury in ARDS. Consequently, it is likely that there will be a wide range of clinical 
applications for extracellular vesicles, ranging from use as biomarkers to therapeu-
tic agents for ARDS.
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5ARDS Subphenotypes: Understanding 
a Heterogeneous Syndrome

J. G. Wilson and C. S. Calfee

5.1  Introduction

The acute respiratory distress syndrome (ARDS) is a clinical syndrome defined by 
acute onset hypoxemia (PaO2:FiO2 ratio < 300) and bilateral pulmonary opacities 
not fully explained by cardiac failure or volume overload [1]. The Berlin consensus 
definition of ARDS, like the American-European Consensus definition that pre-
ceded it, has enabled clinicians and researchers alike to prospectively identify 
patients with ARDS, implement lung protective ventilation strategies, and enroll 
patients in clinical trials. ARDS remains under-recognized clinically, however; ther-
apies are limited, and mortality remains high [2]. Under-recognition of ARDS may 
stem in part from the considerable clinical heterogeneity observed among patients 
who meet standard ARDS criteria. The syndrome may be triggered, for example, by 
pulmonary or extrapulmonary sepsis, aspiration, trauma, blood product transfusion, 
or pancreatitis. Pulmonary infiltrates can be focal or diffuse. Hypoxemia can range 
from mild to severe, and duration of respiratory failure can be brief or prolonged. 
Many of these clinical variations may reflect underlying biological differences 
between ARDS patients that are now recognized as important drivers of treatment 
response and ultimate outcomes.

Substantial heterogeneity within the general ARDS population has likely con-
tributed to the failure of experimental therapies for ARDS in recent large clinical 
trials, despite promising preclinical data [3]. Identifying subphenotypes of ARDS—
more homogeneous groups within the general ARDS population—is one approach 
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to untangling the clinical and biological complexity that many believe is a barrier to 
discovery of successful new treatments. By identifying meaningful but currently 
unrecognized subgroups encompassed by the broad consensus definition of ARDS, 
interventions can potentially be tested more efficiently in targeted cohorts. Selecting 
subphenotypes of patients at higher risk for poor outcomes for enrollment in clinical 
trials is called prognostic enrichment [4]. Selecting for patients more likely to 
respond to a given therapy due to the mechanism of benefit is called predictive 
enrichment [4]. Both enrichment strategies are recommended by the Food and Drug 
Administration to increase the efficiency of clinical trials across all fields, either by 
increasing the rate of the outcome of interest (prognostic enrichment) or by ampli-
fying the effect size (predictive enrichment). These approaches may allow research-
ers to detect treatment effects in smaller cohorts, which is especially important in 
heterogeneous syndromes like ARDS. Ultimately, however, the discovery of ARDS 
subphenotypes may enrich more than clinical trial populations: within the next 
decade, these innovations could help us move from a one-size-fits-all approach to 
ARDS treatment to more effective, tailored therapies based on the clinical and bio-
logic profile of each patient.

This chapter summarizes the state of the science of subphenotyping of ARDS 
patients, exploring the physiologic, clinical, and biologic characteristics that have 
been found to identify more homogeneous subgroups within this heterogeneous 
syndrome (Table 5.1), and the potential implications of these advances for practic-
ing clinicians in the intensive care unit (ICU) and the emergency department.

5.2  ARDS Subphenotypes and Prognostic Enrichment

Prognostic enrichment in ARDS research involves selecting patients with a higher 
likelihood of having a particular disease-related endpoint, such as fewer ventilator- 
free days or higher mortality. Beyond increasing research efficiency, identifying sub-
phenotypes of ARDS patients at highest risk for poor outcomes may also lead to 
improved risk stratification at the bedside, allowing clinicians to select patients more 
likely to benefit from inter-facility transfer for higher level of care, or early consider-
ation of aggressive therapies such as extracorporeal membrane oxygenation (ECMO).

5.2.1  Physiologic Phenotyping for Prognostic Enrichment

Risk stratification of ARDS patients is not a new strategy. The Berlin definition 
itself stratifies ARDS into three subgroups (Table 5.2) according to the degree of 

Table 5.1 Examples of factors 
used for identifying subpheno-
types of the acute respiratory 
distress syndrome (ARDS)

Physiologic Clinical Biologic
PaO2:FiO2 Trauma vs. medical Genomic
Dead space fraction Direct vs. indirect Transcriptomic
Driving pressure Focal vs. diffuse Proteomic

±Acute kidney injury Metabolomic
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hypoxemia (mild, moderate, and severe), and mortality increases as the PaO2:FiO2 
ratio decreases [1]. The advantage of this approach is that the PaO2:FiO2 ratio is 
available in all patients with ARDS and does not require expert interpretation or 
subjective clinical assessment. Multiple large clinical ARDS trials have used the 
PaO2:FiO2 ratio for prognostic enrichment. For example, the ACURASYS trial of 
early continuous neuromuscular blockade [5], the PROSEVA trial of prone posi-
tioning [6], and the ROSE trial reevaluating early continuous neuromuscular 
blockade [7] all targeted patients with moderate-to-severe ARDS (PaO2:FiO2 
ratio < 150 mmHg). All three of these trials had mortality endpoints, and all three 
had mortality rates in the control arms that exceeded 40%.

In addition to the PaO2:FiO2 ratio, several other physiologic variables are known 
to predict poor outcomes in ARDS.  Dead space fraction [8], ventilatory ratio (a 
simple bedside index of impaired ventilation) [9], and driving pressure (a measure-
ment of respiratory system compliance) are all independently associated with poor 
outcomes in ARDS [10] and more routine measurement of these variables could 
improve prognostic enrichment in clinical trials and risk prediction in clinical 
practice.

One limitation of using these physiologic measurements, however, is that these 
variables can rapidly change. The application of higher positive end-expiratory 
pressure (PEEP), for example, could rapidly move a patient from one subgroup of 
ARDS severity to another, or a patient who aspirates at the time of intubation may 
develop severe hypoxemia that improves within hours. Perhaps more fundamen-
tally, common physiologic characteristics in most cases do not capture important 
differences in biology between ARDS patients. A patient with transfusion- associated 
ARDS may have the same PaO2:FiO2 ratio or driving pressure as a patient with 
ARDS from H1N1 influenza, but their underlying pathophysiology may be very 
different, and they do not have the same risk of poor outcomes. Indeed, the Berlin 
definition of ARDS is far from perfect as a predictor of mortality, with an area under 
the curve of only 0.577 [1].

5.2.2  Clinical Phenotyping for Prognostic Enrichment

Recognizing the limitations of a purely physiologic approach to subphenotyping 
ARDS patients, investigators have also examined various clinical variables to 
enhance prognostic enrichment (Table 5.1). For example, patients with ARDS fol-
lowing trauma have been found to be at lower risk of death than non-trauma patients 
with ARDS (odds ratio 0.44) [11]. Luo et  al. found that despite overall similar 

Table 5.2 The Berlin Definition of ARDS categorizes patients according to the severity of their 
oxygenation deficit; increasing severity is associated with increased mortality [1]

Severity PaO2:FiO2 ratio (mmHg) Patients (%) Mortality (%)
Mild 201–300 22 27
Moderate 101–200 50 32
Severe ≤100 28 45

5 ARDS Subphenotypes: Understanding a Heterogeneous Syndrome



70

mortality rates, predictors of mortality differ between direct (pulmonary trigger) 
and indirect (extrapulmonary trigger) ARDS [12]. ARDS patients with acute kidney 
injury (AKI) have been shown to have significantly higher mortality than patients 
without AKI in several cohorts [13, 14]. Thus, when attempting to identify high-risk 
ARDS patients, non-trauma patients and patients with significant AKI are a higher- 
risk subset, but predictors of mortality differ depending on whether the lung injury 
is direct or indirect.

Beyond baseline clinical characteristics, the time-course of ARDS is another fac-
tor that can identify patients at greater risk of poor outcomes. Both time of onset and 
duration of disease appear to hold prognostic value. Several studies have shown that 
ARDS onset >48 h after ICU admission is associated with higher mortality [15, 16]. 
Not surprisingly, rapidly improving ARDS (ARDS that resolves within 1 day) has a 
better prognosis than persistent ARDS. More interesting, however, is the finding 
that most (63%) patients with rapidly improving ARDS present with moderate or 
severe hypoxemia [17], highlighting the limitations of using the PaO2:FiO2 ratio 
alone to identify patients for enrollment in clinical trials. Recognizing this issue, the 
PROSEVA trial of prone positioning only enrolled patients if they continued to meet 
inclusion criteria (PaO2:FiO2 ratio < 150 mmHg) after 12–24 h of stabilization [7].

Radiographic patterns of pulmonary infiltrates have also been used to sort ARDS 
patients into more homogeneous subgroups and identify those at highest risk of 
death, either alone or in combination with other physiologic and clinical variables. 
One small prospective study found that ARDS patients with non-focal infiltrates 
had higher mortality compared to patients with focal radiographic findings [18]. 
The CESAR trial of ECMO for severe ARDS required a Murray Lung Score (which 
incorporates chest radiography) of >3 for eligibility (or a pH < 7.20) [19, 20]. More 
recently, the RALE score—developed to systematically quantify the extent and den-
sity of alveolar infiltrates on chest radiograph—has been shown to predict 28-day 
mortality with an area under the curve of 0.82 [21].

An apparent drawback to relying exclusively on clinical characteristics for pheno-
typing, however, is the potential for misclassification. In a recent trial of mechanical 
ventilation personalized according to the presence of focal vs. diffuse infiltrates in 
ARDS (discussed further later), 21% of the radiographic subphenotypes assigned at 
the time of randomization were misclassified [22]. Similarly, investigators have found 
it difficult to classify patients as having direct or indirect ARDS, with 37% of cases 
deemed unclassifiable in one trial [23]. Pragmatic and reliable approaches to classifi-
cation are needed to overcome the challenges inherent to clinical phenotyping.

5.2.3  Biologic Phenotyping for Prognostic Enrichment

It follows that there has been growing interest in identifying biologic subphenotypes 
of ARDS patients. Biologic markers are considered proximal to the clinical expres-
sion of ARDS, and potentially less prone to problems with misclassification that 
make clinical phenotyping so challenging. Moreover, our understanding of ARDS 
biology has advanced greatly in the past decade. We now better understand how an 
initial insult causes an inflammatory cascade that results in further injury to the 
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alveolus and its microvasculature (Fig. 5.1) [3]. Measuring plasma biomarkers in 
ARDS can help find subgroups of patients that share important host-response fea-
tures and/or that have worse clinical outcomes. Numerous genomic, transcriptomic, 
proteomic, and metabolomic factors have been studied for this purpose, with the 

Healthy Exudative phase

Sloughing of
bronchial epithelium

Bacteria, virus, fungi,
trauma, gastric contents, etc.

Apoptosis or necrosis of AECI and AECII
leading to release of biomarkers of

epithelial injury
(sRAGE, SP-B, SP-D, CC-16,laminin g2, KL-6)

Protein-rich edema fluid

Inactivated surfactant

Neutrophil-mediated
epithelial injury

Damage to basement
membrane

Hyaline membrane
formation along the

denuded basement membrane

Tissue factor-dependent coagulation
due to an imbalance between

procoagulants and anticoagulants
(e.g., APC)

Endothelial injury leading to
the release of biomarkers of

endothelial injury
(VEGF, Ang-2, GAGs, vWF, sICAM-1)

Intravascular coagulation leading to platelet
aggregation and microthrombi formation

Endothelial barrier disruption
via activation of the actin-myosin

contractile apparatus

PlateletsEndothelial
cell

Neutrophil

Red cell

Capillary

Fibroblast

Interstitium

Na+/K+

ATPase

ENaC

Monocyte

Interstitial
flooding

Edema
fluid

Elastase or MPO

Histones

MMPs

ROS

LTB4

NETs

TNF
IL-1b
IL-6
IL-8

CCL2
CCL7
etc.

CD86

T cell

Intraalveolar flooding

Inflammatory
M1-like macrophage

Injury

Injury
responseAlveolar

macrophage

PRR

AECII

AECI

Surfactant
layer

Basement
membrane

Bronchial
epithelium

PAMP (e.g., LPS)
DAMP (e.g., HMGB1, mtDNA)

Intraalveolar
space

NF-kB

Fig. 5.1 Pathobiology of the exudative phase of ARDS. The healthy alveolar-capillary unit (left) 
and the exudative phase of ARDS (right). AECI type I alveolar epithelial cell, AECII type II alveo-
lar epithelial cell, Ang-2 angiopoietin-2, APC activated protein C, CC-16 club cell (formerly Clara 
cell) secretory protein 16, CCL chemokine (CC motif) ligand, DAMP damage-associated molecu-
lar pattern, ENaC epithelial sodium channel, GAG glycosaminoglycan, HMGB1 high-mobility 
group box 1 protein, KL-6 Krebs von den Lungen 6, LPS lipopolysaccharide, LTB4 leukotriene B4, 
MMP matrix metalloproteinase, MPO myeloperoxidase, mtDNA mitochondrial DNA, Na+/K+ 
ATPase sodium-potassium ATPase pump, NF-κB nuclear factor kappa light-chain enhancer of acti-
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sion molecule, SP surfactant protein, sRAGE soluble receptor for advanced glycation end products, 
TNF tumor necrosis factor, VEGF vascular endothelial growth factor, vWF von Willebrand factor. 
(Reused from [3] with permission)
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greatest depth of research focused on plasma protein biomarkers of ARDS. These 
include markers of systemic inflammation (interleukin [IL]-6, IL-8, soluble tumor 
necrosis factor [TNF] receptor-1, IL-18), epithelial injury (angiopoietin-2, intercel-
lular adhesion molecule-1), endothelial injury (soluble receptor for advanced glyca-
tion end products [sRAGE], surfactant protein-D), and disordered coagulation 
(plasminogen activator inhibitor-1, protein C), all of which have been shown to hold 
prognostic value [24]. Baseline levels of sRAGE, for example, independently pre-
dicted 90-day mortality in one meta-analysis [25]. More recently, Rogers et  al. 
found that elevations in baseline plasma IL-18 levels and rising IL-18 levels were 
both associated with increased mortality in sepsis-induced ARDS [26].

Using an approach to identify subgroups within a heterogeneous population 
called latent class analysis (LCA), two distinct subphenotypes of ARDS were iden-
tified based on combined clinical and biologic data from patients enrolled in two 
large clinical trial cohorts [27]. The “hyperinflammatory” subphenotype was char-
acterized by enhanced inflammation, fewer ventilator-free days, and increased 
mortality compared to the “hypoinflammatory” subphenotype (Fig.  5.2). These 
two subphenotypes have been found in subsequent independent analyses of mul-
tiple other ARDS trial cohorts, and the poor prognosis associated with the hyperin-
flammatory phenotype persists [28, 29]. Using a different approach, called 
hierarchical clustering, to analyze a panel of plasma biomarkers from ARDS 
patients, Bos et al. identified two similar subphenotypes: a “reactive” subpheno-
type characterized by greater inflammation and increased mortality and an “unin-
flamed” subphenotype associated with better outcomes [30]. Taken together, these 

HYPOINFLAMMATORY
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Subphenotype

ARDS Patients
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Mortality Ventilator‐free days Mortality Ventilator‐free days

Fig. 5.2 The hypoinflammatory and hyperinflammatory subphenotypes of ARDS are associated 
with different biomarkers and outcomes. These two distinct subphenotypes have been identified by 
Calfee et al. in multiple previous ARDS clinical trial cohorts [27, 29, 40, 41]. IL interleukin, bicarb 
bicarbonate, TNFr1 tumor necrosis factor receptor 1

J. G. Wilson and C. S. Calfee



73

findings support the idea that ARDS patients can be stratified according to markers 
of inflammation for prognostic enrichment.

The focus on proteomic profiling of ARDS patients has been paralleled by interest 
in genomic, transcriptomic, and metabolomic subphenotypes of ARDS, but less 
progress has been made in terms of prognostic enrichment with these strategies. 
Meyer et al. identified an IL-1RN coding variant that increased risk of developing 
ARDS in sepsis [31], and Zhu et al. found certain micro-RNAs to be risk biomarkers 
for ARDS among critically ill adults [32], but genomic and transcriptomic subpheno-
typing of patients with established ARDS remains largely unexplored. In a small 
cohort of patients with ARDS, Rogers et al. found a subset of patients with a distinct 
metabolic profile with higher levels of numerous metabolites in undiluted pulmonary 
edema fluid [33]. This “high metabolite” subphenotype was associated with higher 
mortality but, in part because of the challenges associated with analyzing pulmonary 
edema fluid, these findings have yet to be reproduced in a larger cohort.

Indeed, measurement of protein biomarkers and “-omics” data in ARDS patients 
is not currently available outside of the research setting. Furthermore, the impact of 
identifying biologic subphenotype on downstream outcomes in ARDS patients has 
not been prospectively evaluated. Investigators have recently identified a “parsimo-
nious” model that classifies ARDS patients as “hypo-” or “hyperinflammatory” 
using only three plasma biomarkers (IL-8, bicarbonate and protein C) [34], and 
rapid analysis of biomarkers for identification of ARDS subphenotype at the point 
of care is now being piloted. Development of rapid assays is a critical step in lever-
aging the identification of ARDS subphenotypes for prognostic enrichment in future 
clinical trials, and ultimately bringing these discoveries to the bedside.

5.3  ARDS Subphenotypes and Predictive Enrichment

In parallel with these different strategies for identifying subgroups and phenotypes for 
prognostic enrichment in ARDS, investigators have also studied how treatment effects 
vary by subphenotype. By finding a subphenotype-specific treatment response retro-
spectively or targeting treatment based on mechanism and biologic features, research-
ers can then go on to prospectively test new interventions in patients who are more 
likely to respond. This approach provides predictive enrichment: by amplifying treat-
ment response, the power to detect a benefit from experimental therapies increases, 
and discovery becomes more efficient. Just as biologic phenotyping of other diseases, 
such as breast cancer or asthma, has led to important improvements in patient out-
comes, the eventual goal is to deploy targeted therapies for ARDS according to patient 
characteristics, moving the field from protocolized care to precision medicine.

5.3.1  Physiologic Phenotyping for Predictive Enrichment

While many view physiologic parameters such as PaO2:FiO2 ratio as purely prognos-
tic indicators, they may provide predictive enrichment as well. As Prescott et al. note 
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in their discussion of ARDS clinical trial strategies, a lower PaO2:FiO2 ratio not only 
identifies patients at higher risk of death, but also reflects patients with greater lung 
weight who may be more likely to benefit from recruitment maneuvers, higher PEEP 
or prone positioning [35]. Similarly, one could hypothesize that among patients with 
severe ARDS, those who have a plateau pressure >30 cmH2O or an unfavorable driv-
ing pressure despite adherence to a lung-protective ventilation strategy may be more 
likely to benefit from “lung rest” with ultra-low tidal volumes on ECMO.

5.3.2  Clinical Phenotyping for Predictive Enrichment

As discussed above, difficulty classifying patients is a pragmatic challenge inherent 
to clinical phenotyping of ARDS patients, and a major drawback to the use of clini-
cal phenotyping in both research and practice. Nonetheless, different clinical sub-
phenotypes of ARDS may reflect different underlying biology, and in some cases 
have been shown to respond differently to treatment. For example, patients with 
direct ARDS have higher levels of biomarkers of epithelial injury than patients with 
indirect ARDS [36], and there is low-level evidence that patients with direct ARDS 
may respond differently to recruitment maneuvers and glucocorticoids than indirect 
lung injury patients [22, 37–39]. A recent, highly innovative randomized controlled 
trial compared a personalized mechanical ventilation strategy selected according to 
radiographic subphenotype (focal vs. non-focal) to standard low tidal volume ven-
tilation in 400 patients with moderate-to-severe ARDS (LIVE trial) [22]. The 
intention- to-treat analysis found no difference in outcomes between groups, but in a 
post hoc analysis that excluded misclassified patients (21% of total patients), there 
was a mortality benefit to the personalized mechanical ventilation intervention. 
These results highlight both the promise and the peril of using subphenotype (in this 
case radiographic subphenotype) to guide therapy: on the one hand, if patients are 
appropriately classified, there may be a benefit of personalized care over proto-
colized care; on the other hand, the significant misclassification that occurs even in 
the relatively controlled setting of a clinical trial can completely offset the potential 
benefit. Regardless of this complexity, the LIVE trial was a first step in the direction 
of what many view as the future of ARDS research: leveraging subphenotype to 
personalize therapy and directly comparing outcomes to standard protocolized care.

5.3.3  Biologic Phenotyping for Predictive Enrichment

No trials have yet used biologic phenotyping pre-randomization, because bedside 
testing of biomarkers is not widely available. There is, however, mounting evidence 
that biologic phenotype predicts treatment response. In retrospective analyses, the 
hypo- and hyperinflammatory phenotypes discussed above have been observed to 
have differential treatment responses to several different interventions, including 
PEEP and fluid management strategies (Table 5.3) [27, 29]. Subphenotypic differ-
ences in response to simvastatin were also observed in reanalysis of one clinical trial 
(HARP-2 trial) [40], but not in a similar reanalysis of a separate trial of rosuvastatin 
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for ARDS (SAILS trial) [41]. While it is possible this discrepancy reflects differ-
ences in trial design (and the particular statin that was tested), it also highlights the 
uncertainty that remains when differential treatment response has been observed 
only retrospectively.

The use of metabolomics, transcriptomics, and genomics for ARDS phenotyping 
and predictive enrichment is in even earlier stages than proteomic phenotyping. Bos 
et al. used the “uninflamed” and “reactive” subphenotypes they had previously iden-
tified based on plasma protein biomarkers to test whether there were differences in 
blood leukocyte gene expression between groups, and found that approximately 
one-third of genes were differentially expressed. Specifically, there was upregula-
tion of oxidative phosphorylation genes in the “reactive” subphenotype, leading the 
authors to suggest that for patients in this group, interventions focused on this path-
way should be explored [42]. While these data certainly merits further investigation, 
translating biologic associations into effective treatments based on mechanism is by 
no means straightforward. For example, a retrospective analysis of a previous nega-
tive clinical trial of recombinant IL-1 receptor antagonist for sepsis found a treat-
ment benefit in the subset of patients with higher levels of baseline IL-1 receptor 
antagonist, arguably a completely counterintuitive result [43].

The benefit of biologically tailored precision therapies for ARDS remains theoreti-
cal. The translation of the insights gained from studying subphenotypes of ARDS into 
targeted therapies based on mechanism—and comparison of this precision approach to 
standard protocolized management—is the next frontier in ARDS research.

5.4  Beyond ARDS: Subphenotypes in Other Heterogeneous 
Syndromes

As mentioned earlier, the search for subphenotypes in ARDS is motivated in part by 
improvements in the treatment of other heterogeneous diseases gained by using a 

Table 5.3 Subphenotype-specific treatment response in the reanalyses of outcomes in four differ-
ent clinical ARDS trials

Intervention/trial 
cohort analyzed Outcome

Hypoinflammatory 
subphenotype response

Hyperinflammatory 
subphenotype response

Intervention Control Intervention Control
High vs. low PEEP/
ALVEOLI∗ [27]

90-day 
mortality

24% high PEEP 16% low 
PEEP

42% high PEEP 51% low 
PEEP

Conservative vs. 
liberal fluid strategy/
FACCT∗ [29]

90-day 
mortality

18% 
conservative 
fluid strategy

26% 
liberal 
fluid 
strategy

50% 
conservative 
fluid strategy

40% 
liberal 
fluid 
strategy

Simvastatin/
HARP-2 [40]

28-day 
survival

No difference Improved survival with 
simvastatin (p = 0.008)

Rosuvastatin/SAILS 
[41]

90-day 
mortality

No difference No difference

PEEP positive end-expiratory pressure; ∗p value <0.05 for interaction between treatment and 
subphenotype
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similar approach. Oncologic therapies in particular are increasingly guided by 
molecular phenotype, and this strategy has improved survival substantially even in 
patients with advanced disease. Survival with metastatic melanoma, for example, 
has improved significantly since the advent of checkpoint inhibitors and therapies 
targeting the BRAF V600 mutation [44]. Asthma therapy has also been changed by 
the identification of clinically significant subphenotypes: patients with severe, 
uncontrolled eosinophilic asthma have been found to have fewer exacerbations with 
monoclonal antibodies aimed at reducing eosinophil activation [45].

Subphenotypes have also been identified in sepsis, another heterogeneous syn-
drome in the critically ill that has historically been treated with a protocolized 
approach. Wong et al. have developed a biomarker-based mortality risk model for 
pediatric sepsis, as well as gene-expression-based subphenotypes of pediatric septic 
shock. In a retrospective analysis of a cohort of pediatric patients with septic shock, 
they found that among intermediate- and high-risk patients, corticosteroids were 
associated with a more than tenfold reduction in the risk of a complicated course in 
one subphenotype but not the other [46]. Similar subphenotyping of adult sepsis is 
an area of active study. Gårdlund et al. used latent class analysis to identify six dis-
tinct subphenotypes of septic shock using clinical data from a previous large clinical 
trial cohort [47]. Seymour et al. used a different approach (machine learning applied 
to electronic health record data) and identified four subphenotypes with different 
genetic and inflammatory markers and markedly different mortality rates [48].

Finally, there is a small but growing body of evidence that there are meaningful 
subphenotypes within the heterogeneous post-cardiac arrest syndrome, beyond type 
of arrest and initial post-resuscitation neurologic status. For example, Bro- Jeppesen 
et al. have reported that IL-6, a marker of systemic inflammation, is correlated with 
poor prognosis in comatose patients resuscitated from out-of-hospital cardiac arrest 
[49]. Anderson et  al. found that patients with post-resuscitation shock who had a 
preserved left ventricular ejection fraction (LVEF) had less favorable neurologic out-
comes, increased organ failure, and higher mortality compared to patients with 
depressed LVEF [50]. In addition, patients in the preserved LVEF group exhibited a 
subtype-specific response to early fluid resuscitation, with lower mortality and 
improved neurologic outcomes associated with larger volume fluid resuscitation that 
was not observed in the group with depressed LVEF. These findings suggest that 
there are identifiable subphenotypes in post-cardiac arrest syndrome, and that sub-
phenotypes may be important drivers of variable treatment response.

5.5  Conclusion

The armamentarium of therapies for patients with ARDS remains limited and mor-
tality remains high. While negative results in several large randomized controlled 
trials of new treatments for ARDS have frustrated many, they have also motivated 
multiple novel approaches to understanding the clinical and biologic heterogeneity 
among ARDS patients. The identification of meaningful ARDS subphenotypes—and 
the ways in which their outcomes and treatment responses differ—promises 
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prognostic and predictive enrichment for future trials. Prospective evaluation of 
methods for reliable phenotyping at the point of care is a crucial next step in translat-
ing these discoveries into new personalized therapies for ARDS. Ultimately, identifi-
cation of ARDS subphenotypes may help fulfill the aspiration of precision critical 
care for ARDS: replacing blunt interventions aimed at all patients who meet diagnos-
tic criteria with therapies tailored to the clinical and biologic profile of each patient.
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6.1  Introduction

Mechanical ventilation is a lifesaving procedure, applied in many critically ill 
patients to replace or support respiratory muscle function. However, since the first 
application during polio epidemic, it was immediately evident that this practice 
could carry several complications, even impacting patient survival [1]. The study of 
the complications of mechanical ventilation has proceeded at the same pace as the 
development of the technology, unveiling the need to personalize ventilatory set-
tings based on the pathophysiology of different lung diseases. These complications 
can be classified depending on the mechanism of injury: direct injury on the lung 
(barotrauma, volutrauma and atelectauma), hemodynamic alteration, and oxygen 
toxicity.

6.2  Mechanical Ventilation and Mechanisms of VILI

Classically, four mechanisms of ventilator-induced lung injury (VILI) have been 
described: barotrauma, volutrauma, atelectrauma, and biotrauma.

Barotrauma and volutrauma occur when high pressure in the former case and 
high volume in the latter are used to ventilate a patient. These conditions are related 
and lead to the same clinical manifestations: alveolar rupture, pneumothorax, pneu-
momediastinum, or/and subcutaneous emphysema. Even when “macroscopic 
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injuries” are not detected, barotrauma and volutrauma can still lead to alveolar wall 
rupture, increased edema, hemorrhage, and inflammatory infiltrates. It is not the 
airway pressure per se that is harmful to the lung, but the pressure across the whole 
lung, called transpulmonary pressure. Transpulmonary pressure is calculated as air-
way pressure minus pleural pressure, this last evaluated using esophageal pressure 
as a surrogate.

This concept was elegantly demonstrated in a classical study by Dreyfuss and 
Saumon, when the authors, by stiffening the chest wall, showed that high airway 
pressures were not injurious as long as transpulmonary pressure was low [2]. 
However, in addition to cases of impaired chest wall mechanics, transpulmonary 
pressure also has great relevance during assisted ventilation in a spontaneously 
breathing patient. For example, one patient can be completely supported by the 
ventilator with a given amount of pressure and another can generate the same pres-
sure using the respiratory muscles: the two patients will have the same tidal volume 
because they generate the same transpulmonary pressure, even though the airway 
pressure is profoundly different [3].

Atelectrauma is caused by the repetitive opening and closing (or collapse/recruit-
ment) of the alveoli during the respiratory cycle. In a healthy lung, this phenomenon 
is not present, but in the presence of edema and inflammation, such as during the 
acute respiratory distress syndrome (ARDS), the physiologic forces that keep the 
alveoli open are impaired by the weight of the inflamed parenchyma and surfactant 
depletion.

During any inflammatory process in the body, there is activation of pro- 
inflammatory cytokines. In the lungs, this process is magnified by mechanical ven-
tilation, which promotes injury by physically damaging the alveolar structure, 
increasing the weight of the parenchyma, and spreading the disease even to healthy 
lung parenchyma and distal organs [4].

Apart from the classic mechanism of VILI, other factors can contribute to dam-
age the lung during mechanical ventilation. Based on computed tomography (CT) 
scans, ARDS lungs are divided into aerated, poorly aerated and non-aerated zones, 
suggesting that an inhomogeneous grade of illness characterizes this syndrome. For 
this reason, the mechanical dependence of the respiratory unit in sick lung will 
develop local forces that can stretch the parenchyma and contribute to VILI, due to 
differences in density and inflammation. VILI is not only responsible for damage in 
an already inflamed lung but is also responsible for initiating an inflammatory pro-
cess even in healthy lungs [5].

6.3  How to Minimize the Risk?

It has been shown that a ventilatory strategy called “protective ventilation” 
aimed to minimize the injury caused by ventilation can decrease mortality. 
Hence, the goals of mechanical ventilation do not only include support of the 
respiratory muscles (borrowing time for the lungs to recover) but also restoring 
homogeneous ventilation without increasing the lung injury. Lung distension 
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can be minimized by using a low tidal volume, low plateau pressure strategy. A 
significant reduction in mortality was demonstrated using 6  ml/kg instead of 
12 ml/kg tidal volume [6].

Because of the inflammation and pulmonary edema, a higher level of positive 
end-expiratory pressure (PEEP) can keep the alveoli open and prevent the opening/
closing phenomenon during the respiratory cycle. These guidelines [7] must be inte-
grated with the measures of respiratory mechanics that describe the modification, 
from a physiopathological point of view, of the patient’s respiratory system to the 
ongoing ventilatory strategy. Various safety thresholds have been defined in order to 
decrease the risk of VILI. Therefore, respiratory mechanics have to be monitored, 
on a daily basis, in particular compliance and resistance to evaluate the grade of 
disease and the healing process. Plateau pressure, measured using an inspiratory 
hold, is considered an acceptable surrogate of alveolar pressure, and the safe thresh-
old to exclude overdistension is <30 cmH2O.

6.4  Spontaneous Breathing and VILI

During mechanical ventilation, there are several advantages to switching the venti-
latory mode from fully controlled to assisted, regardless of the support strategy. 
Allowing the use of a patient’s respiratory muscles primarily counteracts muscular 
atrophy [8] that can contribute to difficult weaning and, likely, to long-term sequelae. 
Moreover, use of the diaphragm enables better ventilation of the dorsal area of the 
lung, coupling ventilation/perfusion match and improving respiratory gas exchange.

However, several mechanisms can further aggravate the risk of VILI due to the 
active contribution of the patient’s breathing activity [9].

 1. Uncontrolled tidal volume: In a spontaneously breathing patient, it is mandatory 
to set the support of the ventilator, but respiratory rate and tidal volume are more 
difficult to control. As an example, one of the ancillary studies of the LUNG 
SAFE [10] showed a decreasing trend in the PaCO2 with increasing severity of 
the disease during noninvasive ventilation (NIV). This lower PaCO2 was likely 
obtained, by the patients, with an extremely high minute ventilation. Similarly, 
Carteaux et  al. demonstrated that a higher tidal volume is associated with an 
increased risk of NIV failure [11].

 2. Inhomogeneous transpulmonary pressure: Even in a healthy lung, the pressure 
across the lung—transpulmonary pressure—is not evenly distributed, due to 
gravity. Furthermore, in an inflamed lung there are local inhomogeneities caused 
by different weights of the parenchyma and the inflammation process, that could 
generate stretch forces between the respiratory units [12]. Activation of the dia-
phragm can enable recruitment of the dorsal zone, but can magnify the local 
stress on the alveoli, in particular when there is still considerable lung disease. 
Unfortunately, these local alterations may not be reflected in a change in the 
overall transpulmonary pressure, making this phenomenon unmeasurable and 
often underestimated.
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 3. Pulmonary edema: The development of pulmonary edema in healthy lungs has 
been described after strenuous activation of the respiratory muscles. Similarly, in 
spontaneously breathing patients, because of hypoxia and parenchymal inhomo-
geneity, strong diaphragm activation can bring the alveolar pressure below the 
end expiratory pressure, favoring the development of pulmonary edema [13]. 
This phenomenon is worsened by the capillary leak, common in ARDS patients. 
Finally, the negative intrathoracic pressure generated by patient effort causes an 
increase in transmural pressure (and hence afterload) of the left ventricle favor-
ing the development of cardiogenic pulmonary edema [14].

 4. Pendelluft: In the normal lung, the negative pleural pressure generated during 
inspiration allows the gas to flow into the alveoli. The pressure distribution 
across the lung is influenced only by gravity forces. However, in the inflamed 
lung, the distribution of forces is not uniform. It is possible that gas flow migrates 
between alveolar units, without tidal volume modification. This phenomenon is 
called “pendelluft” and causes a local overstretch of alveoli, even during protec-
tive ventilation. Interest in “pendelluft” has increased recently, thanks to imaging 
(electrical impedance tomography [EIT], dynamic CT scan), as it has become 
possible to identify and describe when it occurs during the respiratory cycle [15]. 
Increasing the ventilatory support of a patient showing this alteration has been 
shown to reduce the degree of the phenomenon, which disappeared when fully 
controlled ventilation was initiated.

 5. Asynchronies: In a mechanically ventilated patient, an appropriate interaction 
between the patient and the ventilator is fundamental during spontaneous breath-
ing to prevent discomfort and prevent poor outcomes [16]. Discomfort and dys-
pnea, need for sedation, and prolonged mechanical ventilation are associated 
with an increase in intensive care unit (ICU) length of stay, muscle atrophy, and 
tracheostomy [17].

It has been shown that in critically ill patients, patient–ventilator asynchronies 
occur frequently. Depending on the phase of the cycle, there are four different 
asynchrony patterns. We want to focus our attention on double triggering, which 
has the direct consequence of delivering a noncontrolled very high tidal volume. 
Double triggering occurs when prolonged diaphragm activation is detected during 
the ventilator expiratory phase as a new trigger, resulting in a tidal volume increase 
up to two times. A non-protective tidal volume is associated with an increased risk 
of VILI. It is essential to detect and quantify double-triggering asynchronies in 
any mechanically ventilated spontaneously breathing patient [16].

6.5  Monitoring and Respiratory Mechanics

Daily evaluation of a ventilated patient with spontaneous breathing should include 
assessment of the interaction between the respiratory drive, the condition of the lung, 
the amount of support with the ventilator, and the patient–ventilator interaction. 
Some parameters are commonly measured, such as tidal volume and minute ventila-
tion. Others are only recently starting to be studied and used in clinical practice.
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6.5.1  Plateau Pressure, Driving Pressure, and Respiratory 
System Compliance

In controlled mechanical ventilation, a daily evaluation of respiratory mechanics, to 
define the degree of respiratory system disease, is common practice, in particular, 
respiratory compliance as an indicator of the distensibility of the system and driving 
pressure as an indicator of burden of disease, also correlated with survival [18]. To 
measure compliance and driving pressure, an inspiratory hold is performed to obtain 
the plateau pressure, the airway pressure at zero flow, corresponding to the alveolar 
pressure.

The active participation of the patient’s drive and effort during spontaneous 
breathing increases the level of complexity. During spontaneous breathing, the air-
way pressure (Paw) trace shows only one part of the real pressure generated in the 
lung, i.e., the support of the ventilator; it is not possible to show the amount of pres-
sure generated by the patient’s respiratory muscles. Esophageal manometry is the 
gold standard technique to assess the negative pressure generate by the patient dur-
ing inspiration and to calculate work of breathing [19]. Nonetheless, some recent 
data demonstrated that a plateau pressure obtained with an inspiratory hold in spon-
taneous breathing provide a good estimation of driving pressure and muscle pres-
sure (Pmusc) [20]. The difference between Paw and plateau pressure (Pplat) is the 
Pressure Muscle Index (PMI), which is the pressure increase in the respiratory sys-
tem due to patient relaxation, an index of patient elastic workload [21].

In a majority of cases, it is possible to obtain a good estimate of the Pplat and so 
calculate respiratory system compliance and driving pressure (Fig.  6.1). 
Measurement of Pplat is feasible in all the more common forms of ventilatory sup-
port, such as pressure support ventilation and neurally adjusted ventilatory assist 
(NAVA) [22]. A very recent retrospective study has shown that in patients with 
ARDS, Pplat, driving pressure, and respiratory system compliance are closely associ-
ated with outcome [23].

6.5.2  Pendelluft Phenomenon

Because it is a regional and dynamic phenomenon, the assessment of pendelluft 
requires an imaging monitoring technique, such as EIT. Moreover, description of 
this phenomenon is very recent and its clinical relevance is still to be defined.

6.5.3  Asynchronies

To recognize a non-physiologic interaction between the ventilator and the patient, it 
is necessary to combine physiologic knowledge of pulmonary physiology and ven-
tilatory waveforms. Some asynchronies can be identified by analyzing airway pres-
sure and flow traces on the ventilator. For example, a respiratory cycle that lacks an 
expiratory phase, because it is replaced by a new cycle, strongly indicates 
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occurrence of double triggering. However, to better recognize the presence and 
degree of patient muscular activity, advanced monitoring, such as esophageal 
pressure and electrical activity of the diaphragm (EAdi) may be used [24, 25].

6.6  Conclusion

During spontaneous breathing and assisted ventilation, the risk of VILI is present. 
The additional mechanisms related to spontaneous breathing and the lack of moni-
toring of the additional pressure generated from the patient puts the patient at even 

A

B
C

AIRWAY
PRESSURE

ESOPHAGEAL
PRESSURE

AIRWAY FLOW

VOLUME

EAdi

Fig. 6.1 Ventilatory traces of a patient in pressure support ventilation. After delivery of tidal vol-
ume (A), an inspiratory hold was performed, and a readable plateau pressure is shown (B). 
Esophageal pressure and electrical activity of the diaphragm (EAdi) traces confirm that in the flat 
part of the airway pressure, no muscular activity was observed. Interestingly at the end of the 
maneuver, muscular activation was detected (C) both by esophageal pressure and EAdi traces, cor-
responding to an increase in airway pressure
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greater risk in comparison with fully controlled ventilation. A careful evaluation of 
the patient is necessary to promote the weaning process without increasing the risk 
of VILI. Although esophageal pressure represents a standard, promising data also 
indicate the feasibility of plateau and driving pressure measurement during assisted 
ventilation.
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7The Future of ARDS Biomarkers: Where 
Are the Gaps in Implementation 
of Precision Medicine?

P. Yang, A. M. Esper, and G. S. Martin

7.1  Introduction

The acute respiratory distress syndrome (ARDS) is a severe form of acute inflam-
matory lung injury associated with high mortality rates ranging between 27 and 
45% depending on severity [1]. Recent literature reported that ARDS is a common 
clinical syndrome in the intensive care unit (ICU), representing 10.4% of all ICU 
admissions and 23.4% of patients requiring mechanical ventilation [2]. However, 
only 51.3–78.5% of ARDS cases are recognized by clinicians, suggesting that clini-
cians often underdiagnose ARDS when treating patients [2]. As a result, only a 
fraction of the patients receive treatment interventions for ARDS, such as low tidal 
volume ventilation, high positive end-expiratory pressure (PEEP), neuromuscular 
blockade and prone positioning [2]. One of the main challenges in ARDS diagnosis 
and management is the lack of a simple diagnostic test, resulting in reliance on a 
consensus definition that tries to encompass a complex syndrome with marked clin-
ical and pathophysiologic heterogeneity [3]. In order to address this problem, 
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numerous studies have focused on identifying biomarkers that can aid in the man-
agement of ARDS. Biomarkers can provide clues about the pathophysiologic mech-
anisms involved in ARDS and, when combined with other clinical data, can help in 
the diagnosis, risk stratification, and treatment of ARDS [4]. However, studies have 
tested a wide range of biomarkers using a variety of different methods, and are often 
retrospective studies with small sample sizes. As a result, the optimal way to utilize 
the biomarkers for clinical management of ARDS is still unclear. In this chapter, we 
review the current evidence for biomarkers in several aspects of ARDS management 
and to identify the gaps that need to be addressed before they are routinely applied 
in clinical medicine.

7.2  Current State of Biomarkers in ARDS

7.2.1  Biomarkers for Diagnosis of ARDS

A number of biomarkers have been studied to aid in the diagnosis of ARDS, with 
various levels of correlation with ARDS diagnosis. One of the biomarkers that has 
been shown to associate strongly with ARDS diagnosis is soluble receptor for 
advanced glycation end-products (sRAGE), which is the extracellular domain of a 
multiligand receptor expressed on alveolar type 1 cells and is a marker of lung epi-
thelial injury [5]. In a study by Jabaudon et al., plasma sRAGE levels were found to 
be elevated in patients with acute lung injury or ARDS, and correlated with clinical 
and radiographic severity of disease [5]. Another study by Fremont et al. also found 
that plasma levels of sRAGE, along with several other biomarkers, were signifi-
cantly elevated in trauma patients who developed acute lung injury/ARDS com-
pared to controls [6]. A recent meta-analysis evaluating the strength of association 
of several biomarkers with ARDS diagnosis and mortality also found that sRAGE 
had a high odds ratio for ARDS diagnosis [4].

Another biomarker that has been studied in the diagnosis of ARDS is angiopoi-
etin- 2 (Ang-2), a molecule that leads to impairment of lung endothelial barrier func-
tion and serves as a marker of lung endothelial injury [7]. In one study, elevated 
plasma level of Ang-2 in critically ill patients receiving mechanical ventilation was 
shown to be predictive of acute lung injury/ARDS and to correlate with severity of 
disease [7]. Another study found that elevated Ang-2 levels were strongly associated 
with increased development of acute lung injury in critically ill patients [8]. The 
same study also found that the combination of elevated Ang-2 level and the Lung 
Injury Prediction Score (LIPS), a clinical prediction score for acute lung injury, had 
improved performance for identifying patients who developed acute lung injury 
compared to either component alone [8]. The aforementioned study by Fremont et al. 
in a trauma ICU population also found that Ang-2 levels were significantly elevated 
in acute lung injury/ARDS patients compared to controls [6].

Surfactant protein-D (SP-D) is another marker of lung epithelial injury that has been 
studied in ARDS diagnosis. SP-D is one of the surfactant-associated proteins that are 
mainly synthesized in alveolar type 2 cells and is thought to be a marker of lung epithe-
lial injury and inflammation [9]. One study found that plasma levels of SP-D were 
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higher in patients with ARDS compared to matched controls without ARDS [9]. Another 
study found that SP-D had the highest area under the receiver operating characteristic 
curve (AUC) among a panel of biomarkers tested for ARDS diagnosis [10].

A few other examples of biomarkers that have been shown to correlate with 
ARDS diagnosis in some studies include von Willebrand factor (vWF), tumor 
necrosis factor-α (TNF-α), interleukin (IL)-6, and IL-8 [4, 6, 8, 11] (Table  7.1). 

Table 7.1 Selected biomarkers and their studied use in the acute respiratory distress syndrome 
(ARDS)

Biomarker Mechanism Studied uses References
Soluble 
receptor for 
advanced 
glycation 
end-products 
(sRAGE)

Extracellular domain of multiligand 
receptor expressed on alveolar type 1 
cells; involved in propagating 
inflammatory response; elevated plasma 
levels can indicate lung epithelial injury

Correlation with:
– ARDS diagnosis
– ARDS severity
–  ARDS mortality and 

outcomes

[4–6, 18, 
19]

Angiopoietin-2 
(Ang-2)

Binds Tie2 receptors on lung endothelial 
cells; impairs endothelial barrier 
function and increases adhesion of 
inflammatory cells; elevated plasma 
levels can indicate lung endothelial 
injury

Correlation with:
– ARDS diagnosis
– ARDS severity
– ARDS mortality
Distinguishing ARDS 
phenotype

[6–8, 19]

Surfactant 
protein-D 
(SP-D)

Synthesized in alveolar type 2 cells and 
non-ciliated bronchiolar epithelium; 
contributes to regulation of lung 
inflammation; elevated plasma levels 
can indicate lung epithelial injury

Correlation with:
– ARDS diagnosis
–  ARDS mortality and 

outcomes
Distinguishing ARDS 
phenotype

[9, 10, 
15–17, 19]

von Willebrand 
factor (vWF)

Glycoprotein involved with hemostasis; 
released by endothelial cells into 
systemic circulation in endothelial 
activation or injury

Correlation with:
– ARDS diagnosis
–  ARDS mortality
Distinguishing ARDS 
phenotype

[4, 6, 8, 11, 
19]

Interleukin-6 
(IL-6)

Nonspecific pro-inflammatory cytokine Correlation with:
– ARDS diagnosis
– ARDS mortality
Distinguishing ARDS 
phenotype

[4, 6, 19]

Interleukin-8 
(IL-8)

Nonspecific pro-inflammatory cytokine Correlation with:
– ARDS diagnosis
– ARDS mortality
Distinguishing ARDS 
phenotype

[4, 6, 8, 19]

Tumor necrosis 
factor-α 
(TNF-α)

Nonspecific pro-inflammatory cytokine Correlation with:
– ARDS diagnosis
– ARDS mortality

[4, 6]

Fas, Fas ligand TNF family of cytokine and receptor, 
expressed in many cell types including 
lung epithelial cells; high concentrations 
in BALF can indicate pro-apoptotic 
activity and lung epithelial injury

Correlation with:
– ARDS diagnosis
– Overall severity of 
illness in ARDS 
patients

[13]

BALF bronchoalveolar lavage fluid
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Given the wide array of biomarkers that have shown promising results for ARDS 
diagnosis, some studies have examined the utility of combining several biomarkers 
into a panel for ARDS diagnosis. One study found that a panel of biomarkers con-
sisting of sRAGE, procollagen peptide III, brain natriuretic peptide, Ang-2, IL-8, 
IL-10 and TNF-α had high diagnostic accuracy for ARDS diagnosis [6]. The same 
group of investigators also studied a different set of biomarkers consisting of SP-D, 
sRAGE, IL-6, IL-8 and club cell secretory protein, and found that the panel had 
higher AUC for ARDS diagnosis compared to any one of the biomarkers by itself 
[10]. However, partially due to the wide variability in the biomarkers that have been 
tested and included in the panels, there is currently no consensus about which bio-
marker or a panel of biomarkers is the best for ARDS diagnosis.

While the biomarkers discussed thus far are measured from plasma samples, 
bronchoalveolar lavage fluid (BALF) has been studied as another potential source 
for biomarkers. Since BALF is obtained from the distal airspaces that are close to 
the site of lung injury, it is thought to better reflect the local lung environment [12]. 
One study found that Fas and Fas ligand, which are signal molecules involved in 
the apoptosis pathway, were found in higher concentrations in the pulmonary 
edema fluid from patients with ARDS than in that from control patients with hydro-
static edema [13]. This study also found higher Fas and Fas ligand concentrations 
in the pulmonary edema fluid of the ARDS patients than in simultaneously col-
lected plasma samples, supporting the potential utility of BALF as a source of 
biomarkers. The counterargument is that ARDS can be a patchy process occurring 
as a result of both pulmonary and extrapulmonary causes, and systemic compart-
ment sampling such as serum or plasma may be more suitable for monitoring the 
processes related to ARDS [14]. Additional limitations in using BALF for measur-
ing biomarkers is that sampling requires an invasive procedure and the variable 
dilution of BALF samples could make quantitative assessments of biomarkers 
more difficult [12].

7.2.2  Biomarkers for Prognostication in ARDS

The use of biomarkers has also been studied for prognostication or risk stratification 
to predict several outcome measures in patients with ARDS. One study showed a 
smaller increase in SP-D level in ARDS patients ventilated with lung-protective 
strategy compared to those ventilated with the conventional strategy, indicating that 
SP-D may serve as a marker of ventilator-induced lung injury (VILI) in ARDS [15]. 
The same study also found a correlation between higher SP-D levels in ARDS 
patients and mortality, number of days on the ventilator, and length of stay in the 
hospital, supporting its value in prognostication of ARDS.  Eisner et  al. found a 
similar association between higher SP-D levels in ARDS and greater risk of death, 
fewer ventilator-free days, and fewer organ failure-free days [16], and Jensen et al. 
reported that higher levels of SP-D at the time of ICU admission were not only pre-
dictive of ARDS but were also associated with low likelihood of successfully wean-
ing from the ventilator at 28 days [17]. Similarly, Calfee et al. reported that higher 
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sRAGE levels were associated with increased severity of acute lung injury, increased 
mortality, and fewer ventilator-free and organ failure-free days [18]. Several other 
biomarkers, including sRAGE, Ang-2, IL-6 and IL-8, were shown to be elevated in 
non-survivors from ARDS and associated with higher mortality [12, 19], and the 
meta-analysis discussed previously reported that IL-4, IL-2, Ang-2 and Krebs von 
den Lungen-6 had the highest odds ratios for ARDS mortality [4]. Although procal-
citonin (PCT) has not been extensively studied in ARDS overall, a study by Tseng 
et al. found that higher levels of plasma PCT were associated with increased mortal-
ity from ARDS caused by severe community-acquired pneumonia [20].

Because of this potential utility in predicting ARDS outcomes, biomarkers have 
also been studied in conjunction with existing clinical prediction models to enhance 
their performance. As discussed previously, the combination of Ang-2 level and 
LIPS had higher AUC for acute lung injury development than either component 
alone [8], and similar results were found for combining Ang-2 and LIPS in another 
study in a Han Chinese patient population [21]. SP-D and IL-8 have also been used 
in combination with the Acute Physiology and Chronic Health Evaluation 
(APACHE)-III score to develop a mortality prediction model for ARDS, which was 
validated using the patients from several prior ARDS trials [22]. These results sug-
gest that biomarkers may have utility in prognostication and risk stratification of 
ARDS patients, both alone and in combination with currently available clinical pre-
diction models for ARDS.

7.2.3  Biomarkers for Distinguishing Phenotypes of ARDS

ARDS has been recognized as a clinically and biologically heterogeneous syn-
drome, with different underlying etiologies of ARDS resulting in different mecha-
nisms of lung injury and various clinical phenotypes [3, 19]. A better mechanistic 
understanding of ARDS may enable further improvements in classification and 
management of this complex and heterogeneous syndrome, and there has been a 
growing interest in addressing ARDS heterogeneity using biomarkers [14]. For 
example, an early study reported that SP-D and SP-A levels were highest in 
patients with pneumonia as the ARDS risk factor and lowest in those with trauma 
as the ARDS risk factor [16]. The same study also found that higher SP-D levels 
had the strongest association with the risk of death in patients with sepsis and 
pneumonia, but higher SP-D levels were related to a lower risk of death in patients 
with trauma. Another study by Ware et al. found that the level of vWF, a marker 
of endothelial injury, was lower in patients with ARDS from trauma compared to 
other causes, and lower in patients with indirect lung injury compared to direct 
lung injury [11]. Calfee et al. subsequently compared the levels of several bio-
markers between patients with ARDS from direct versus indirect lung injury [19]. 
They found that patients with ARDS from direct lung injury had higher levels of 
SP-D, a marker of epithelial injury, and lower levels of Ang-2, a marker of endo-
thelial injury. In the same study, the investigators also performed a secondary 
analysis of a multicenter trial and found that patients with ARDS from direct lung 
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injury had lower levels of vWF, IL-6, and IL-8 than those with indirect 
ARDS. Although the result regarding vWF in this study differs from that of the 
study by Ware et al. [11], these findings nonetheless suggest that different risk 
factors or phenotypes of ARDS result in different profiles of biomarkers. As such, 
biomarkers may be helpful for distinguishing different phenotypes of ARDS and 
potentially identifying various pathophysiologic mechanisms involved in ARDS 
that can be targeted for future therapies.

7.3  Gaps in Implementation of Biomarkers in ARDS

7.3.1  Barriers to the Clinical Application of Biomarkers in ARDS

While the above studies have demonstrated the potential utility of biomarkers in 
ARDS diagnosis, classification, and prognostication, currently there are significant 
limitations in their application and implementation in the clinical management of 
ARDS. Numerous biomarkers for ARDS have been studied in various contexts, but 
there is no single biomarker that reliably predicts ARDS diagnosis or an outcome of 
interest [12]. Many of the studies discussed in this review have wide variations in 
the patient populations recruited, biomarkers that were tested, timing and methods 
of biomarker measurement, and the endpoints or outcomes of interest. Many studies 
were also limited by the retrospective nature of the study and/or small sample sizes. 
These factors make it difficult to determine the optimal way to utilize biomarkers in 
the clinical management of ARDS.

There are also practical aspects of biomarker testing in ARDS that need to be 
addressed in future studies. An ideal biomarker should have high sensitivity and 
specificity, and be cost effective and easy to measure in a time-sensitive manner to 
be useful in the management of ARDS, given the acuity of this syndrome [3, 12]. 
Even if a biomarker or a panel of biomarkers is found to be predictive for the diag-
nosis or for an outcome measure of ARDS, it must be feasible to use in real time in 
clinical practice with the above characteristics. There is also some debate about 
which body compartment may be the best to sample for ARDS-related biomarkers. 
As discussed previously, BALF is thought to better reflect the local lung environ-
ment during lung injury and can capture biomarkers that may not be present in 
extrapulmonary sites, but requires an invasive procedure for sampling [14]. Plasma 
samples, on the other hand, are much easier to collect and may be better suited for 
analyzing systemic processes that are also involved in ARDS pathogenesis [14]. 
Exhaled breath and exhaled breath condensate have also been examined as a nonin-
vasive source of volatile organic compounds that can serve as ARDS biomarkers 
[23, 24], but their utility in ARDS management and the methods for measuring 
these compounds need to be further assessed. All in all, more studies are needed to 
determine which biomarker (or panel of biomarkers) will have the best utility for 
predicting the diagnosis of or outcome from ARDS with reasonable accuracy, as 
well as the cost effectiveness and ease of measurement to be useful in a clinical 
setting.
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7.3.2  Gaps in Identifying Additional Uses of Biomarkers in ARDS

Although prior studies have examined the use of biomarkers in various aspects of 
ARDS management, a majority of studies appears to focus on diagnosis and/or 
prognostication in ARDS. Studies examining the role of biomarkers in other aspects 
of ARDS management are relatively lacking, and more studies are needed to inves-
tigate additional applications of biomarkers. For example, the use of biomarkers to 
monitor progression of ARDS or response to treatment interventions needs more 
investigation. Some studies showed that ARDS patients who were ventilated with a 
lung-protective strategy with lower tidal volumes had a smaller increase in plasma 
SP-D levels over time [15, 16]. These findings suggest that measuring biomarkers 
over time may have a role in monitoring the severity of lung injury and the response 
to treatment interventions in ARDS.

Further studies are also needed for application of biomarkers in differentiating 
the phenotypes of ARDS and aiding in the development of future therapies for 
ARDS. The clinical and pathophysiologic heterogeneity in ARDS is thought to have 
contributed to many failures in developing therapies for ARDS, and elevation of 
specific biomarkers may help identify biologic or molecular pathways that can be 
targeted in future therapies [3]. For example, ARDS from direct lung injury appears 
to be characterized by lung epithelial injury, and studies evaluating therapies target-
ing the epithelium (e.g., keratinocyte growth factor) may preferentially enroll these 
patients [19]. Elevation of sRAGE level has also been implicated in identifying the 
subgroup of ARDS patients who have epithelial injury and may benefit from tai-
lored therapy [5, 25], though the exact molecular target in this pathway for potential 
therapy still remains to be elucidated. On the other hand, ARDS from indirect lung 
injury appears to be characterized by endothelial injury, and these patients may 
benefit from future therapies targeting the endothelium and the pathways for pro-
tecting the endothelial barrier function (e.g., recombinant Ang-1) [7, 19]. Biomarkers 
can potentially help improve the mechanistic understanding of different ARDS phe-
notypes and develop a classification system, which may then help select patients 
who are most likely to benefit from new therapies targeting specific biologic or 
molecular pathways [3, 14]. Such advancements can be an important step in the 
application of precision medicine in ARDS management.

7.3.3  Additional Tools for ARDS Biomarker Discovery

In addition to the protein biomarkers, a relatively new scientific method that may be 
helpful in tackling these challenges of ARDS diagnosis and management is metabo-
lomics. Metabolomics is an emerging field of “-omics” that simultaneously ana-
lyzes a large number of metabolites and biological compounds in an untargeted 
approach to identify clinically relevant biomarkers and potential therapeutic targets 
[26]. Because metabolites represent a level downstream of genomics and pro-
teomics, it is thought to be closer to the phenotype of disease and more reflective of 
the biological perturbations in a disease process [14]. Metabolomics has been 
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applied in defining the phenotypes of other heterogeneous pulmonary diseases, such 
as asthma and chronic obstructive pulmonary disease, and has started to be used in 
studies of ARDS as well [14]. A pilot study by Stringer et al. using nuclear magnetic 
resonance (NMR) spectroscopy of plasma samples found higher levels of total glu-
tathione, adenosine, and phosphatidylserine, and lower levels of sphingomyelin in 
patients with sepsis-induced acute lung injury compared to healthy volunteers [26]. 
Another study by Viswan et al. used NMR spectroscopy of mini-BALF from ARDS 
patients and identified 29 metabolites [27]. Among these, six metabolites (proline, 
lysine, arginine, taurine, threonine, glutamate) were used to construct a predictive 
model for distinguishing mild versus moderate/severe ARDS. A handful of other 
studies have also applied metabolomic approaches to ARDS and identified biologi-
cal profiles of deranged energy metabolism, increased fibrosis and inflammation, 
and disturbed cellular turnover in ARDS [14]. However, many of these studies have 
mainly focused on deriving a distinct metabolic signature of ARDS compared to 
control subjects, and also suffer from variability in the study populations and the 
methods by which the samples are measured and analyzed. Thus, more studies are 
needed to determine the utility of metabolomics in ARDS, with standardization of 
patient recruitment and sample collection, preparation, and analysis [14].

7.4  Conclusion

Numerous biomarkers have been studied for diagnosis, classification, and prognos-
tication of ARDS. While several biomarkers have shown promising results in help-
ing to better understand, diagnose, classify, and manage ARDS, their application to 
clinical settings is currently limited due to the large number of biomarkers being 
tested and the wide variability in the method and the timing of measurement. Further 
studies are needed in order to determine which biomarkers will be sufficiently accu-
rate for predicting the diagnosis of or outcome from ARDS, and also be practical 
and cost effective to be useful in clinical settings. More studies are also needed in 
order to standardize the methods of measuring the biomarkers and to prospectively 
validate their utility in clinical management of ARDS. Through these steps, bio-
markers can help better characterize and phenotype ARDS patients, identify poten-
tial biological and molecular targets for treatment, and allow for a more precise and 
tailored approach to treating this complex clinical syndrome.
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8Utility of Inflammatory Biomarkers 
for Predicting Organ Failure 
and Outcomes in Cardiac Arrest Patients

H. Vuopio, P. Pekkarinen, and M. B. Skrifvars

8.1  Introduction

Even with properly executed cardiopulmonary resuscitation (CPR), prognosis after 
cardiac arrest is poor, and less than half of those who are successfully resuscitated 
fully recover neurologically [1]. After the return of spontaneous circulation (ROSC), 
many patients develop a sepsis-like systemic inflammation reaction that leads to 
multiple organ failure (MOF) [2]. This reaction is thought to be triggered by the 
whole-body ischemia–reperfusion injury that occurs during cardiac arrest [2]. In 
some patients, this reaction results in non-cerebral organ failure and is indepen-
dently associated with both long-term outcomes and elevated treatment costs [3]. 
The inflammatory response’s magnitude upon admission and within the first 24 h is 
associated with both the severity of organ failure—especially circulatory failure—
and the application of continuous vasopressor infusions to maintain adequate blood 
pressure [4]. In this chapter, we discuss the inflammatory response’s role in cardiac 
arrest patients alongside the means for measuring this response with some old and 
some more novel inflammatory biomarkers: highly sensitive C-reactive protein 
(hsCRP), procalcitonin (PCT), soluble suppression of tumorigenicity 2 (sST2), 
interleukin-6 (IL-6), pentraxin-3 (PTX3), and presepsin.
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8.2  Pathophysiology of the Inflammatory Response

During cardiac arrest, prolonged whole-body ischemia causes wide cellular and tis-
sue damage. The respiratory chain in the mitochondria of tissue cells becomes per-
turbed during hypoxia [5], leading to the release of reactive oxygen species (ROS). 
These oxygen radicals play an important role in the initial ischemia–reperfusion 
injury during cardiac arrest. The release of ROS is continuous during the low-flow 
duration of CPR and peaks shortly after reperfusion [6], while electric shock deliv-
ered for defibrillation can directly generate ROS [7]. Ischemia, oxygen radicals, and 
mechanical shear stress associated with CPR [8] all damage the endothelial struc-
tures, which activates the endothelium and initiates a systemic inflammatory reac-
tion. The activated endothelium then begins expressing adhesion molecules [9] that 
recruit neutrophils and other leukocytes into tissues.

The apoptotic and necrotic cells damaged by ischemia provide potent surfaces 
for complement activation. Full-blown complement activation has been previously 
reported during CPR [9] and is observed upon a patient’s arrival at the ICU [10, 11]. 
Neutrophil activation occurs during CPR and continues increasing during reperfu-
sion [9]. Activation of the endothelium, neutrophils, and complement all induce 
blood clotting, which causes further problems that may lead to disseminated intra-
vascular coagulation (DIC) [12], thus predisposing the patient to MOF.

Monocytes and tissue macrophages can directly sense the damage-associated 
molecular patterns (DAMP) released upon tissue injury with their pattern recogni-
tion receptors (PRRs) [12], which then activate the nucleotide-binding oligomer-
ization domain, leucine-rich repeat and pyrin domain containing 3 (NLRP3) 
inflammasome, and cause the rapid secretion of IL-1β [13]. The inflammatory 
mechanisms are densely interconnected, and after the initial triggering event, the 
inflammatory response is enhanced by several positive feedback loops. 
Complement fragments are versatile enhancers of inflammation that further acti-
vate the coagulation cascade, endothelial cells, neutrophils, and monocytes/mac-
rophages. The oxidative stress that begins as a metabolic disturbance in early 
cardiac arrest [6] may be further aggravated by neutrophil and macrophage respi-
ratory burst induced by the complement and DAMPs. This reaction generates 
oxygen radicals in the lysosomes of the phagocytes that aim to destroy an invad-
ing pathogen. In consort, these actions can create a circulus vitiosus of sterile 
inflammation. These rapid early events are followed by inflammatory cytokines 
requiring de novo synthesis, such as IL-6 produced by macrophages and endothe-
lial cells [14, 10]. These molecules produced by inflammatory cells have been a 
target of intensive research that aims to identify markers with value for early risk 
stratification in cardiac arrest patients.

The inflammatory reaction is followed by immune suppression, which pro-
tects the body from excess tissue damage but predisposes the patient to infectious 
complications [15]. One manifestation of this immune suppression is the 
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hyporesponsiveness of circulating leukocytes to endotoxin stimulation, which is 
observed in patients after cardiac arrest. Interestingly, in the absence of bactere-
mia, endotoxins have been reported to be present in the blood of resuscitated 
patients [16]. This claim suggests that endotoxins and other bacterial compo-
nents that leak from the ischemic gastrointestinal tract may be additional drivers 
of the post-cardiac arrest inflammatory responses.

8.3  Inflammatory Biomarkers and Their Performance 
in Clinical Studies of OHCA

Biomarkers of inflammation are thought to be potential tools for recognizing and 
determining the severity of post-cardiac arrest syndrome. Many inflammatory bio-
markers have been studied as possible prognostic factors because they may consti-
tute an easily obtained and repeated method of assessing patient outcomes in the 
clinical setting. These studies have primarily been conducted in out-of-hospital car-
diac arrest (OHCA) patients due to the confounding effect of pre-arrest infections in 
in-hospital cardiac arrest (IHCA) patients.

IL-6 is a pro-inflammatory cytokine produced early during the inflammatory 
response. It induces fever and the synthesis of acute phase proteins, such as CRP 
and fibrinogen in the liver, and can funnel activated helper T lymphocytes into Th17 
lineage, which promotes neutrophil-mediated inflammation. Values of IL-6 mea-
sured upon ICU admission have some prognostic value for outcomes [14, 17] that 
lessen when measured at later timepoints [14].

PCT is perhaps the most frequently studied inflammatory biomarker for out-
come prediction in OHCA [18]. PCT secretion is induced by monocyte adherence 
to the blood vessel’s endothelial layer and is also secreted by parenchymal cells in 
response to ischemia. Inflammatory signaling, such as the presence of IL-6, 
induces PCT production [19]. PCT appears to have predictive value for poor out-
comes [20], especially when measured at later timepoints [4]. Upon ICU admis-
sion, PCT may predict hemodynamic instability in cardiac arrest patients in the 
following 48 h [4].

Presepsin (sCD14-ST) is the soluble subtype of CD-14, a coreceptor of the PRR 
Toll-like receptor-4 (TLR4) that recognizes endotoxin. After an inflammatory stim-
ulus, CD-14 is cleaved on the cell surface and released into circulation as presepsin 
[21]. In a study our group conducted, presepsin was associated with poor outcomes 
in OHCA patients but was not an independent predictor after adjusting for clinical 
variables [4]. Recently, another group reported presepsin’s independent predictive 
value [22] although did not adjust for ROSC delay, which likely explains the differ-
ing results.

Other inflammatory markers studied in cardiac arrest patients include PTX3, 
sST2, and the classical acute phase protein CRP. PTX3 is produced by dendritic 
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cells and macrophages in response to TLR ligand binding and by cytokine stimula-
tion [23], whereas sST2 is a soluble decoy receptor associated with the attenuation 
of immune responses [24]. Admission values of PTX3 and sST2 are associated 
with organ dysfunction and death at the ICU but have failed to express predictive 
value for long-term outcomes [25]. Studies on CRP have produced conflicting 
results [25, 26].

Thus far, few studies have compared the utility of several inflammatory bio-
markers in the same sample for predicting outcomes in cardiac arrest patients. 
In an analysis of 157 OHCA patients resuscitated from ventricular fibrillation, 
we report that no biomarker measured on admission possesses any accuracy 
about predicting long-term outcomes (Fig. 8.1). On the other hand, at 48 h post-
cardiac arrest, PCT appears to be the most accurate biomarker for predicting 
outcomes albeit with moderate accuracy (Fig. 8.2). It need, however, be noted 
that patients resuscitated from a shockable initial rhythm receive a more favor-
able prognosis with less MOF compared to patients resuscitated from a non-
shockable rhythm.
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Fig. 8.1 The accuracy of inflammatory markers measured on hospital admission in post-cardiac 
arrest patients: the prediction of 1-year survival in 157 patients resuscitated from out-of-hospital 
ventricular fibrillation. The predictive accuracy is visualized with receiver operating characteristic 
curves. TPF true positive fraction; FPF false positive fraction
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Fig. 8.2 The accuracy of inflammatory markers measured at 48  h post-cardiac arrest: the 
prediction of 1-year survival in 157 patients resuscitated from out-of-hospital ventricular 
fibrillation. The predictive accuracy is visualized with receiver operating characteristic curves. 
TPF true positive fraction; FPF false positive fraction

8.4  The Impact of Multiorgan Failure in Cardiac Arrest 
Patients

MOF following cardiac arrest is one of the main concerns in the ICU setting and is 
associated with high ICU morbidity and mortality [27]. Treatment for cardiac arrest 
patients is currently focused on neurological outcomes and treatment of the myocar-
dium after ischemia. The dysfunction of other organs appears to affect the recovery 
of cardiac arrest patients although does not receive as much attention [3].

Organ failure scoring systems, such as the sequential organ failure assessment 
(SOFA), have been developed to assess the severity of organ dysfunction and pro-
vide predictive information for patient outcomes [28]. In an analysis of nearly 6000 
cardiac arrest patients treated over a 10-year period, we demonstrate a significant 
association between SOFA scores (in tertiles) and long-term outcomes (Fig. 8.3). 
The SOFA scores do, however, include the level of consciousness measured by the 
Glasgow Coma Scale (GCS) score, which is likely to be paramount regarding these 
patients’ outcomes; this fact has prompted the use of an extracranial SOFA or 
EC-SOFA (i.e., the SOFA score excluding the central nervous system). Two studies 
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have reported an association between the EC-SOFA with in-hospital and 28-day 
mortality of cardiac arrest patients [29, 30]. By looking at the different subscores, a 
multicenter database study demonstrated that ICU OHCA and IHCA non-survivors 
achieved higher cardiovascular, respiratory and renal SOFA subscores, but only the 
renal subscore differences were statistically significant [31]. In a large multicenter 
database study our group conducted, EC-SOFA was an independent predictor of 
one-year mortality [3].

These recent studies indicate that the dysfunction of other organs apart from the 
central nervous and cardiovascular systems play an important role when predicting 
outcomes in cardiac arrest patients. These findings might also pave the way for 
novel therapeutic approaches in the ICU setting when treating these patients. The 
above-mentioned multicenter database study also determined that 16% of the car-
diac arrest patients who eventually died had relatively preserved neurological func-
tion on their assessment in the ICU [31]. Many studies that address outcomes in 
cardiac arrest patients are currently focused on neurological recovery as an end-
point. Neurological recovery is often assessed long after ICU discharge, and non- 
survivors are thought to have poor neurological outcomes. Based on this multicenter 
study, additional repeated neurological assessments of cardiac arrest patients in the 
ICU might be important because their neurological recovery might be greater than 
a single long-term assessment may indicate [31].

8.5  The Role of Inflammation in Organ Failure 
and Outcomes After Cardiac Arrest

The ROS generated by ischemia–reperfusion injury lead to mitochondrial dysfunc-
tion and cause cytokines to be released throughout the body, which results in the 
activation of numerous macrophages, lymphocytes, and other cells in the immune 
system. This systemic inflammatory response created by the cytokines leads to mul-
tiple organ dysfunction and MOF [32], and the microcirculation and endothelial 
function are damaged due to the body’s inflammatory response. The endothelium of 
blood vessels interacts with the circulating inflammation markers, such as IL-6 and 
tumor necrosis factor (TNF)-α. This interaction leads to the upregulation of cell 
adhesion molecules on the endothelium’s surface, such as P- and E-selectin, which 

Fig. 8.3 Association 
between organ dysfunction 
according to sequential 
organ failure assessment 
(SOFA) scores in tertiles 
during the first 24 h and 
outcome in 6000 cardiac 
arrest patients treated in 
Finland between 2003 and 
2013
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in turn promotes the adhesion and transmigration of circulating leukocytes and 
leads to functional changes in the endothelium that include loss of vasomotor tone 
and increased permeability [33]. Increased vascular permeability leads to tissue 
edema due to protein-rich fluid leaking from the blood vessels. In the lungs, this 
increased permeability leads to interstitial and alveolar edema, both of which cause 
respiratory distress. The increased number of circulating phagocytic cells in the 
lung tissue causes further damage to the alveoli [34]. Several studies have reported 
associations between the magnitude of inflammatory markers (e.g., IL-6, PCT and 
PTX3) and organ dysfunction during the 24  h following cardiac arrest. In 157 
patients resuscitated from OHCA with a shockable initial rhythm, we demonstrate 
that IL-6 measured upon hospital admission appears to be the most accurate inflam-
matory marker for predicting pending organ failure (Fig. 8.4).

8.6  Resuscitation Factors Associated with the Magnitude 
of the Inflammatory Response

Some studies have investigated the association between patient characteristics and 
factors at resuscitation as well as the magnitude of the inflammatory response. 
Patients who are unconscious after cardiac arrest have higher levels of IL-6 and 
hsCRP compared to those who remain conscious [35]. In one study, the sST2 and 
hsCRP levels were significantly higher in patients resuscitated from a non- shockable 
compared to a shockable rhythm [25]. Two studies have reported associations 
between increasing levels of PCT and PTX3 and the delay to ROSC [4, 25], and one 

1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

T
P

F
 (

S
en

si
tiv

ity
)

0 0.2 0.4 0.6

FPF (1 - Specificity)

0.8 1

CRP
(0.577)

IL6
(0.712)

Soluble suppression of
tumorigenicity 2 (0.653)

Pentraxin 3
(0.682)

Procalcitonin
(0.652)

Presepsin
(0.669)
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of these also indicated an association between the use of epinephrine during CPR 
with increasing levels of PTX3, hsCRP and sST2 [25]. However, since the amount 
of time to ROSC and the use of epinephrine are markers of prolonged CPR, ascer-
taining the individual effect on the inflammatory response of any of the above is a 
difficult task. Overall, studies that investigate how these individual factors sepa-
rately influence the developing inflammatory response in patients resuscitated from 
a shockable compared to a non-shockable rhythm are currently scarce.

8.7  Means of Treating Inflammation in Cardiac Arrest 
Patients

Several studies have attempted to alleviate the inflammatory response after cardiac 
arrest by aiming at both alleviating organ failure and improving patient outcomes. 
Thus far, the evidence is inconclusive, and no targeted management strategy yet 
exists. Targeted temperature management (TTM) is commonly employed in cardiac 
arrest patients, yet the optimal target temperature is currently unknown. In compari-
son to patients treated with no temperature control, TTM appeared in a small retro-
spective study to alleviate the inflammatory response [36], although this has not 
been conclusively confirmed in experimental studies of hypothermia post-cardiac 
arrest [37]. In a post hoc study from the TTM-Trial group, no difference was identi-
fied in IL-6 levels over time in cardiac arrest patients treated at a target of either 33 
or 36 °C [38]. In a similar analysis performed by the same group that included a 
smaller subset of patients, the authors found no difference in IL-1β, IL-6, TNF-α, 
IL-4, IL-10, CRP or PCT based on whether a target temperature of 33 or 36 °C was 
applied [39].

A small, elegant, pilot randomized controlled trial investigated the use of steroids 
in OHCA patients and determined that the use of hydrocortisone as a bolus injection 
decreased levels of IL-6 but did not affect shock reversal or clinical outcomes, 
which might suggest that IL-6 plays a fairly limited role in the ongoing inflamma-
tory response and circulatory shock in cardiac arrest patients.  Another possible 
intervention may be the extracorporeal removal of cytokines with high cutoff veno- 
venous hemodialysis (HC-CVVH), which was elegantly studied in the recent 
HYPERDIA trial [40]. In that French study, 35 patients with post-cardiac arrest 
shock were randomized to receive HC-CVVH or control care for 48 h. Interestingly, 
the study did not report a decrease in any of the multiple inflammatory markers that 
were studied; it is possible that the levels of most cytokines are too low to be 
removed by the treatment itself or that the intervention is pro-inflammatory in itself.

Several other aspects of post-cardiac arrest care may theoretically influence the 
inflammatory response. Extreme hyperoxia, which is reported to have harmful 
effects in cardiac arrest patients, has been linked with an inflammatory response in 
experimental studies [41]. Clinical studies, on the other hand, are scarce; one small 
study conducted in traumatic brain injury patients reported no difference in IL-6 
levels of patients mechanically ventilated with 70% FiO2 compared to those venti-
lated with 40% FiO2 [42]. Another option is hemodynamic optimization using 
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vasopressors and inotropes; in sepsis patients, the original early goal-directed ther-
apy study by Rivers and colleagues indicated changes in inflammation with circula-
tion optimization [43]. While some studies that include circulation optimization 
after cardiac arrest have been conducted, the results of any effect on inflammation 
markers have thus far not been reported [44, 45].

8.8  Incorporating Inflammatory Biomarkers into 
Prognostication Algorithms

Biomarkers play a role in the prognostication algorithms that are recommended and 
are currently in use. Most of these algorithms focus on the severity of the neurologi-
cal injury; for example, neuron-specific enolase (NSE) seems to correlate fairly well 
with the severity of ischemic brain damage. In addition, the S100-B protein has 
been reported to have prognostic value in the first 24 h after cardiac arrest [46]. 
Most studies that analyze biomarkers as outcome predictors focus on independent 
examinations of specific biomarkers after cardiac arrest. As some inflammatory 
markers appear to be independently prognostically accurate, an appealing approach 
would involve incorporating some inflammatory markers into the armament of the 
biomarkers used. In a study conducted by Park and colleagues, various biomarkers 
were analyzed to determine whether or not multiple biomarkers provided a more 
accurate prediction for neurological outcomes of OHCA patients [47]. In that study, 
NSE combined with PCT seemed to express greater predictive value than either 
marker alone, although the difference between only measuring NSE was not statisti-
cally significant. Conversely, a study conducted by Annborn and colleagues evalu-
ated the addition of several biomarkers into prognostication with NSE alone and did 
not identify any clear improvement after the addition of PCT to NSE [20].

8.9  Conclusion

Numerous studies seem to support the concept that post-cardiac arrest disease 
exhibits features similar to sepsis. Multiple biomarkers have been studied, most of 
which express a small although significant independent association with the severity 
of organ failure, shock, and outcomes. Of the studied biomarkers, IL-6 shows prom-
ise and appear to be a very early marker of pending organ failure. An inflammatory 
biomarker may play a role in identifying those cardiac arrest patients who are at 
special risk of severe circulatory shock. No inflammatory biomarker measured on 
ICU admission in patients resuscitated from a shockable initial rhythm appears to 
predict long-term outcomes when used in isolation; when measured at 48 h, how-
ever, PCT shows promise. Future studies must focus on whether or not there may be 
value in incorporating an inflammatory biomarker into the employed prognostica-
tion algorithms. Finally, despite their efforts, no studies have been able to conclu-
sively identify any specific means that would modify the inflammatory response in 
cardiac arrest patients.
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9Troponin Elevations after Cardiac 
Surgery: Just “Troponitis”?

D. E. C. van Beek, I. C. C. van der Horst, 
and T. W. L. Scheeren

9.1  Introduction

Cardiac troponins (cTn) are a crucial part of the contractile apparatus within cardiac 
myocytes. There are different types of cTn: troponin C (cTn-C), troponin I (cTn-I), 
and troponin T (cTn-T). Contraction of the cardiac myocytes starts with binding of 
calcium to cTn-C. This binding results in a conformational change in tropomyosin, 
cTn-I, and cTn-T. This conformational change allows the myosin head to attach to 
actin, facilitating the acto-myosin cross-bridge to cycle, resulting in a power stroke. 
The subtypes cTn-I and cTn-T have been well established as biomarkers for myo-
cardial injury with high sensitivity and specificity, since they are only detectable in 
human plasma when cardiac myocytes are damaged [1]. In 2009, highly sensitive 
cTn assays were introduced that enable detection of even very low levels of cTn, 
thus enabling identification of very limited myocardial injury [2], but may also lead 
to overdiagnosis of clinically irrelevant myocardial injury by detection of minor 
increases in cTn, a phenomenon referred to as “troponitis.”

After cardiac surgery, there will inevitably be a substantial elevation in cTn lev-
els [3, 4]. The cTn levels found after cardiac surgery are directly related to myocar-
dial apoptosis and myocardial injury. However, this does not say anything about the 
cause of the myocardial injury. For example, use of cardiopulmonary bypass (CPB) 
or even simple direct manipulation of the heart can both result in myocardial 
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damage [5]. Because of this, clinical interpretation of elevated cTn post-cardiac 
surgery may be that it is simply “troponitis”; an inevitable and irrelevant conse-
quence of cardiac surgery.

Nevertheless, cTn is key to diagnosing a postoperative myocardial infarction 
(MI). It has been shown that cTn is superior in detecting MI after cardiac surgery 
compared to electrocardiogram (EKG) changes and other biomarkers [6]. However, 
how cTn should be used most optimally for this diagnosis is not yet clear.

A secondary interest is in the use of cTn as a prognostic marker after cardiac 
surgery. The biomarker has already proved to be a useful marker for cardiovascular 
mortality in the general population [7]. In addition, cTn elevations after noncardiac 
surgery are related to mortality [8].

In this chapter, we will discuss the use of cTn for both diagnostic and prognostic 
purposes after cardiac surgery and the corresponding challenges. We particularly try 
to answer the question of whether cTn elevation after cardiac surgery is merely 
“troponitis” or if it should be considered an (important) factor for clinical 
decision-making?

9.2  Troponin and the Diagnosis of Postoperative 
Myocardial Infarction After Cardiac Surgery

After coronary artery bypass grafting (CABG), there is a concern of early graft 
failure, which can result in a postoperative MI. The incidence of early graft failure 
is approximately 12%, depending on the definition used [9]. Immediately after 
CABG, myocardial injury often occurs, but myocardial injury is not equal to MI. For 
a diagnosis of postoperative MI, it is essential that the presence of myocardial injury 
is combined with additional criteria (for details see below) [1].

Early graft failure results not merely from thrombotic occlusion, it can also be 
related to dissection of the graft, spasm of the graft, incomplete revascularization, 
and incorrect graft anastomosis [10]. When graft failure after CABG leads to a post-
operative MI, the patient is at increased risk of major adverse cardiac events and 
mortality [11]. Immediate coronary angiography is recommended if a postoperative 
MI is suspected, as the angiography can direct intervention [11], and delayed angi-
ography is associated with increased mortality [9, 12]. Adequate therapy in the case 
of early graft failure is associated with improved patient outcome [10]. This war-
rants prompt identification of patients with early graft failure after CABG. A key 
factor is determination of cTn after CABG to detect early graft failure, but the tim-
ing of sampling and the interval between samples need to be optimized.

As mentioned above, a diagnosis of postoperative MI is based on the presence of 
elevated cTn in combination with at least one additional criterion [1]. CTn levels are 
considered elevated according to the following criteria [1]: (1) If baseline cTn val-
ues were normal preoperatively →  cTn values >10 times the 99th percentile are 
considered elevated and (2) if baseline cTn values were elevated (but stable or fall-
ing) preoperatively → cTn values that increase >20% and are >10 times the 99th 
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percentile are considered elevated. Additional criteria are [1]: (1) new pathological 
Q waves on an EKG; (2) angiographic documented new graft or native coronary 
artery occlusion; and (3) evidence of new loss of viable myocardium or new regional 
wall motion abnormalities on echocardiogram.

Despite these criteria, a meta-analysis showed that early graft failure was 
proved in only 62% of patients undergoing angiography after CABG for the 
clinical suspicion of postoperative MI [13]. Currently, identifying the group of 
patients who could benefit from early therapeutic interventions is therefore sub-
optimal. The complex relationships at play in postoperative MI are largely 
explanatory of this situation (Fig. 9.1). Let us imagine a patient with or without 
certain risk factors for myocardial injury after cardiac surgery. This patient is 
admitted to the intensive care unit (ICU) after cardiac surgery. During surgery, 
the patient was exposed to potential surgery-related risk factors for myocardial 
injury. In the subsequent hours, cTn increases and we have to consider the 
patient- and surgery-related factors that resulted in myocardial injury (and thus 
the increased cTn levels). At the second sampling, the cTn has further increased, 
so we have to consider that excessive amounts of myocardial injury will put the 
patient at risk of adverse outcomes. Simultaneously, the patient is also at risk for 
early graft failure, which can occur postoperatively independent of the direct 
myocardial injury. Once graft failure occurs, the patient is at risk of postopera-
tive MI with subsequent myocardial injury, which again puts the patient at risk of 
adverse outcomes. The complex interactions thus all drive toward cTn elevation. 
Figure 9.1 helps to understand the difficulty of using a biomarker for myocardial 
injury in the diagnosis of MI after cardiac surgery. Ideally, we should separate 
one particular cause of myocardial injury from other causes, using a single bio-
marker of myocardial injury. To do that, it is essential to first determine how the 
myocardial injury, and thus cTn levels, can differentiate between patients with 
and without postoperative MI.

Patients
Cardiac
surgery

Early graft
failure

PMI

Myocardial
injury

Adverse
outcome

Fig. 9.1 The relationships between patient-related factors, surgery-related factors, myocardial 
injury, early graft failure, and poor outcome. PMI postoperative myocardial infarction
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9.2.1  Cutoff Level of Troponin

When comparing the cTn levels of patients with and without postoperative MI, cTn 
levels are 1.5–5 times higher in patients with MI (depending on the assay used, the 
timing of the measurement and the diagnostic criteria for MI) [4, 14–16]. Considering 
these large differences, it should provide opportunities to find discriminating cutoff 
levels.

When the recommended “>10 times the 99th percentile cutoff” for cTn is com-
bined with either EKG or echocardiographic evidence of postoperative MI, this 
composite is significantly associated with 30-day mortality [3]. However, as many 
as 93% of the patients in this study (n = 522) had a cTn >10 times the 99th percen-
tile after cardiac surgery [3]. In a different study (n = 826), as many as 98% had a 
cTn > 10 times the 99th percentile [4]. If almost all patients have cTn levels above 
the recommended cutoff level, we question whether it can still be a useful cutoff 
level for the differentiation between patients with and without postoperative MI?

The “normal” cTn release after cardiac surgery in patients without MI was iden-
tified as 18 times the 99th percentile [17]. Studies evaluating potential cTn cutoff 
levels for the diagnosis of postoperative MI thus recommend cutoff levels between 
19 and 170 times the 99th percentile [6, 18–21]. These recommendations clearly 
indicate that the suggested level of >10 times the 99th percentile is not the most 
optimal discriminative cutoff level to diagnose postoperative MI.

9.2.2  Timing of Troponin Measurements

The recommended timepoint of cTn measurements for separating patients with and 
without postoperative MI ranges from 8 h after aortic unclamping [20] to 48 h post-
operatively [19], with most studies finding significant differences 12 h after surgery/
aortic unclamping [6, 18, 20, 21]. Conversely, in one study, the cTn values did not 
differ significantly in patients with and without postoperative MI until 24–72 h after 
surgery [22]. Ideally, graft failure is diagnosed as soon as possible to prevent further 
myocardial injury.

9.2.3  Delta Troponin

A relatively new method of interpreting cTn levels is to look at the difference (delta) 
between two successive cTn measurements. When all patients (n = 29, 2% of the 
included patients) in whom the cTn-I 12 h postoperatively was higher than at 6 h 
postoperatively received a coronary angiogram, lesions were found in 16 patients 
(55%) [23]. The authors calculated the delta troponin as the ratio between cTn mea-
surements taken at 12 h and those taken at 6 h postoperatively. The cTn ratio was 
2.1 ± 1.4 in patients with lesions and 1.4 ± 0.3 in patients without lesions, and a 
cutoff ratio of 1.3 had a sensitivity of 88% and a specificity of 62% to detect post-
operative MI [23].
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9.2.4  Timing of the Peak cTn Level

Interestingly, in one study the cTn-I peaked after 24 h regardless of the presence or 
not of postoperative MI, whereas cTn-T peaked after 48 h in patients without post-
operative MI and after 120 h in those with postoperative MI [24]. CTn levels that do 
not decrease 24 h after surgery were associated with increased mortality (20% ver-
sus 2.1%) in a different study [25]. Patients with a composite adverse outcome 
(ventricular or supraventricular arrhythmia, need for intra-aortic balloon pump for 
>12 h, postoperative MI) had their peak cTn level about 36 h after surgery, whereas 
the peak level in the group without this outcome was already seen after 24 h [26].

9.2.5  Postoperative MI and Valve Surgery

Patients undergoing isolated valve surgery cannot have early graft failure; they are, 
however, still at risk of postoperative MI. The incidence of postoperative MI in valve 
surgery is also around 11% [27]. The optimal cutoff level for cTn varied between 52 
times the 99th percentile at ICU admission and 76 times the 99th percentile 16 h after 
surgery [27]. The cTn levels after valve surgery are generally higher than those after 
CABG surgery [28], which is probably a consequence of the cardiotomy required for 
valve surgery. To establish the diagnosis of postoperative MI in valve surgery, a 
higher cutoff level for cTn should be accepted, to prevent a false positive diagnosis. 
The occurrence of postoperative MI is associated with adverse outcome after valve 
surgery as well, with a higher incidence of complications and mortality [27].

Unfortunately, most studies focus on evaluating one particular method of cTn 
evaluation (either peak levels or delta or timing), furthermore they use different 
timepoints of measuring cTn and different criteria for the diagnosis of postoperative 
MI, making it impossible to determine which method works best. We conclude that 
very high postoperative levels of cTn and late timing of the peak level of cTn can be 
indications of ongoing myocardial injury, requiring further evaluation.

9.3  Troponin and Prognosis After Cardiac Surgery

Elevated cTn levels after cardiac surgery have been directly linked to many adverse 
outcomes, including ICU length of stay [29], ventilator hours [4], new-onset atrial 
fibrillation postoperatively [30], hospital length of stay [4, 31], in-hospital mortality 
[32], 30-day mortality [33] and even 5-year mortality [31].

9.3.1  Preoperative Troponin and Increased Perioperative Risk 
in Cardiac Surgery

An elevated preoperative cTn (i.e., a value above the upper reference limit) can be 
used to identify patients with an increased perioperative risk. Increased preopera-
tive cTn levels have been widely associated with adverse outcomes after CABG 
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(e.g., postoperative MI [34], low cardiac output syndrome [34], cardiac arrest 
[35], in- hospital mortality [34] and 6-month mortality [36]).

9.3.2  What We Can Learn from Myocardial Injury After 
Noncardiac Surgery

Detection of myocardial injury after noncardiac surgery using high-sensitive cTn 
has been increasingly studied in recent years, as it is associated with 30-day mortal-
ity (HR 3.20) [8]. Of note, 93% of these patients with myocardial injury after non-
cardiac surgery did not experience ischemic symptoms [8], indicating that at least in 
noncardiac surgery cTn elevations are highly prognostically relevant, regardless of 
concomitant ischemic symptoms. In myocardial injury after noncardiac surgery, the 
relevance of these elevations has also been demonstrated by the improvement in 
outcome with early interventions. Early consultation of a cardiologist and subse-
quent modification of the risk factor(s) resulted in similar survival rates for patients 
with and without myocardial injury after noncardiac surgery [37]. Whether inter-
ventions can also improve outcome when cTn is elevated after cardiac surgery 
remains uncertain at this point.

9.4  Important Considerations When Interpreting Troponin 
After Cardiac Surgery

Many patient- and surgery-related factors that affect postoperative cTn have been 
identified (Box 9.1). These factors do not only affect cTn level by itself, they also 
affect the risk for adverse outcomes (Fig. 9.2), which is a classic example of con-
founding. Confounding is a major concern in etiologic research; however, for 

Box 9.1 Patient- and Surgery-Related Factors Related to Increased or Decreased 
Cardiac Troponin (cTn) Levels After Cardiac Surgery

Patient-related factors Surgery-related factors
Increased troponin
• Male [39]
• Higher preoperative creatinine [14]
• NYHA IV [14]
• Reduced LVEF [14]
• Higher CRP [14]
• Higher preoperative cTn [32]

• Aortic cross clamp time [32, 45]
• Cardiopulmonary bypass time [4, 14, 32, 45]
• Number of perioperative defibrillations [4, 46]
• Number of distal anastomoses [4]
• Use of the intra-aortic balloon pump [4]

Decreased troponin
• Higher BSA [14] • Warm cardioplegia [4]

•  Off-pump CABG compared to on-pump 
CABG [4, 47]

NYHA New York Heart Association classification, LVEF left ventricular ejection fraction, 
CRP C-reactive protein, BSA body surface area, CABG coronary artery bypass grafting
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prognostic purposes it does not have to be a limitation. It is, however, important to 
interpret troponin levels in clinical practice in the light of the presence of these con-
founders. We will discuss a few of the most important factors.

9.4.1  Gender

For some highly sensitive cTn analyzers, it is recommended that a sex-specific cut-
off value be used because it improves diagnostic and prognostic information [1]. 
The underlying cause is that cTn levels correlate with left ventricular mass, and 
women have on average less left ventricular mass [38].

Considering the physiological nature of the sex differences in cTn levels, it is 
likely that these differences also play a role after cardiac surgery. Sex has been iden-
tified as a factor with significant influence on postoperative cTn levels after uncom-
plicated cardiac surgery [39]. The cTn levels in males after cardiac surgery were 
consistently 13–37% higher at all seven timepoints (timing ranging from 6 h to 
120 h after surgery) than in females [39], with the differences most pronounced 
immediately after surgery (timepoint 6 h) and very late after surgery (timepoints 
96 h and 120 h) [39]. The exact differences in cTn between males and females in 
patients with a complicated postoperative course are not yet clear.

9.4.2  Kidney Function

There are two types of decreased kidney function that can occur in patients undergo-
ing cardiac surgery. There are patients who already had impaired kidney function 
before surgery due to chronic kidney disease, and all patients are also at risk of 
developing acute kidney injury (AKI) after cardiac surgery.

Patient related
factors

Troponin Adverse
outcome

Surgery related
factors

Fig. 9.2 The relationships 
between troponin, 
patient-related factors, 
surgery-related factors, and 
adverse outcomes after 
cardiac surgery
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In 7–71% of patients with chronic kidney disease (depending on the cTn ana-
lyzer used), cTn elevations were present without an acute MI [40]. These elevated 
levels are not believed to be caused by a decreased clearance of cTn, and there are 
many different hypotheses on what causes them (e.g., micro-infarctions, left ven-
tricular hypertrophy, and heart failure) [40]. In general, if a patient already has an 
elevated cTn level before cardiac surgery, it is recommended to use a delta cTn 
>20% as a cutoff point postoperatively [1]. It is not known whether this also specifi-
cally applies for patients with a cTn elevation related to chronic kidney disease; 
however, we believe that the rationale of using a delta instead of an absolute level of 
cTn makes sense for all causes of cTn elevation.

As mentioned earlier, some cardiac surgery patients will already have impaired 
kidney function before surgery, but all cardiac surgery patients are at risk of postop-
erative AKI. AKI, with an incidence of about 30% after cardiac surgery, is associ-
ated with a fivefold higher in-hospital mortality rate [41]. When the AKI results in 
the need for renal replacement therapy (RRT; incidence 2–5%), the mortality rate 
increases to 50% [41]. In patients with AKI after CABG, there are indications that 
there is probably delayed clearance of cTn [42], this in contrast to chronic kidney 
disease where delayed clearance likely does not play a role [40].

In a small study (n = 28) in patients undergoing CABG surgery, impaired kidney 
function resulted in higher cTn levels postoperatively and a longer half-life of cTn 
[43]. A larger study (n = 847) showed an inverse linear relationship between glo-
merular filtration rate and cTn levels postoperatively [4]. In one study (n = 805), the 
optimal threshold for the diagnosis of postoperative MI after valve surgery was 19% 
higher in patients with impaired postoperative renal function [44]. All these findings 
indicate that kidney function needs to be taken into account when interpreting cTn 
levels post-cardiac surgery.

9.4.3  Duration of the Cardiopulmonary Bypass

The duration of CPB is directly associated with increased cTn levels [4, 14]. 
Therefore, it is not surprising that the fact of avoiding CPB in off-pump CABG 
results in lower postoperative cTn levels than on-pump CABG [4]. It is thus useful 
to know the presence and duration of the CBP when interpreting postoperative cTn 
levels.

9.5  Conclusion

Despite the many studies that have focused on this topic, the question on how to 
optimally use cTn measurements after cardiac surgery is still not answered. 
Interpreting cTn levels after cardiac surgery remains complicated because of the 
complex interactions, making it tempting to disregard elevations as “troponitis.” 
However, because cTn is a reliable marker of myocardial injury and has a direct and 
strong relation to adverse outcomes, postoperative cTn elevations cannot be 
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considered irrelevant. Moreover, cTn levels may be more than a diagnostic tool or a 
predictor; perhaps they can be even considered as an outcome on their own. To 
guide diagnostics and interventions in patients after cardiac surgery, optimal cutoff 
levels should take into account factors such as sex, kidney function, timing and type 
of surgery (Box 9.2).
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10.1  Introduction

Numerous biomarkers exist to detect and quantify sepsis and infection [1].Those 
markers are also extremely useful to monitor the resolution of infection and to indi-
cate when we can stop antimicrobials. Today almost 180 biomarkers have been 
identified [1]. One of the major caveats of these biomarkers is the fact that because 
of their removal during continuous renal replacement therapy (CRRT), they are no 
longer reliable in accurately reflecting the severity of infection [2]. So far the search 
continues for a novel biomarker that is not removed at all by CRRT, unfortunately 
without any success and so the odyssey continues. The aim of this structured review 
is to look at some potential biomarkers of sepsis and see if they are suitable for 
monitoring without any interference during CRRT allowing them to accurately 
depict the level of infection. For the three most used biomarkers, we provide a broad 
description including structure and function on top of CRRT removal whereas for 
the seven others, we will only focus on potential CRRT removal by convection or by 
hemoadsorption (Fig. 10.1).

10.2  Description of the Putative Candidates

10.2.1  The Most Frequently Used Clinical Biomarkers

10.2.1.1  C-reactive Protein
C-reactive protein (CRP) is a member of the pentraxin superfamily and was first 
discovered in 1930 by Tillett and Francis [3]. Indeed, the first characterization of 
this protein was based on the initial observation that a distinct third fraction 
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identified from the sera of patients with pneumococcus infection could precipitate 
the “C” polysaccharide derived from the pneumococcus cell wall. Subsequently, 
Avery and McCarty described CRP as an acute phase reactant after demonstrating 
that CRP levels were elevated in patients with a range of inflammatory conditions 
[4]. Some 40 years after the original description of CRP, phosphocholine was shown 
to be the specific ligand for CRP binding within the pneumococcal cell wall [2]. 
Today, CRP is widely used at the bedside as a marker of inflammation and infection 
[4]. However, importantly, there is now a large body of evidence from prospective 
clinical trials that CRP levels may serve as a predictor of cardiovascular events, thus 
bringing the biological role of CRP into focus [4]. New insight into the different 
structural isoforms of CRP has led to a greater appreciation of its pro- inflammatory 
and prothrombotic role, which is relevant to a broad range of disease states [4].

CRP Structure and Function
CRP is predominantly synthesized by the liver as a pentamer composed of five 
identical, non-covalently linked 23 kDa protomers [4]. Each protomer has a binding 
face with a phosphocholine-binding site, which binds apoptotic cell membranes 

White blood cell 12 µm

Red blood cell 6 µm

Platelet 3 µm

Membrane  Blood Flow 

White blood cell 12 µm  

Average pore
size of 5.2 nm
~ 35‐40 kDa

mCRP 20‐25 kDa (HF)
Procalcitonin 14.5 kDa (HF)
BNP 3.5 kDa (HF)
NT‐PRoBNP 8.5 kDa (HF)
HMGB1 25 kDa (HA)
Osteopontin 32.5 kDa (HA)
Endocan 15‐40 kDa (HA)
MR‐pro‐ADM 4‐5.5 kDa (HF)
Pentraxin 35 kDa (HA)
Presepsin 13 kDa (HF)
HBP 37 kDa (HA)

Fig. 10.1 Biomarkers: molecular weight and removal by continuous renal replacement therapy 
(CRRT) membranes. HF hemofiltration, HA hemoadsorption, mCRP monomeric C-reactive pro-
tein, BNP brain natriuretic peptide, NT-ProBNP N-terminal prohormone of BNP, HMGB-1 high 
mobility group 1 protein, HBP heparin binding protein
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and bacterial cell walls [4]. The opposite face of the binding face, known as the 
effector face, binds the globular domain of the complement factor 1q (C1q) and Fc 
gamma receptors, thus providing a mechanism to activate the innate immune system 
[4]. However, the location of these binding sites on the pentameric form of CRP 
(pCRP) appears to be cryptic, thus supporting the concept that pCRP does not 
possess intrinsic pro- inflammatory properties [4].

Potential Elimination by CRRT
CRP is predominantly present as a monomer (mCRP) in the blood of septic patients 
[5] and is removed by all forms of CRRT because of its relatively small molecular 
weight (22–25 kDa), which lies below the cutoff permeability limits of all classic 
dialysis membranes [4]. However, although mCRP is adequately filtered, substantial 
amounts are also adsorbed on the dialysis membrane [2, 6]. Therein lies a clinically 
relevant but poorly recognized problem! In fact, highly adsorptive dialysis mem-
branes are increasingly applied to CRRT in many intensive care units (ICUs) world-
wide. The use of such membranes will inherently accentuate mCRP removal. As a 
result, plasma levels of these biomarkers may be falsely low during CRRT, thereby 
losing all potential to help clinicians diagnose or evaluate infection. One of the best 
recent studies looking at mCRP elimination during CRRT was by Matsui et al. [7].

10.2.1.2  Procalcitonin
Procalcitonin (PCT) is the peptide precursor of the hormone calcitonin. It is well 
known to be produced by the parafollicular cells of the thyroid, but it is also secreted 
from lung and intestinal neuroendocrine cells. The latter two sources of PCT provide 
its true clinical utility, as they increase its production in response to a pro- inflammatory 
stimulus, particularly when the stimulus is of bacterial origin. Baseline levels in most 
adults are <10  pg/ml, but can rapidly increase to more than 400 times baseline 
(>4000 pg/ml), for example when endotoxin enters the bloodstream [8]. Unlike CRP, 
PCT is not an acute phase reactant although this is still under debate [8].

Structure and Function
PCT is a member of the calcitonin peptide superfamily. It is a 116 amino acid pep-
tide with an approximate molecular weight of 14.5 kDa, and its structure can be 
divided into three sections [9]. During inflammation induced by endotoxin shedding 
or microbial toxin and/or inflammatory mediators, such as interleukin (IL)-6 or cir-
culating tumor necrosis factor (TNF)-α, there is induction together with gene activa-
tion in adipoctyes. Consequently, increased levels of PCT under these conditions 
never get cleaved to produce calcitonin. In a healthy individual, PCT in endocrine 
cells is produced by gene activation due for example to elevated calcium levels, 
glucocorticoids, glucagon or gastrin and is cleaved to form calcitonin, which is 
released into the blood [9].

Potential Elimination by CRRT
In septic patients undergoing continuous veno-venous hemofiltration (CVVH), PCT 
was detectable in the ultrafiltrate of all subjects [10]. Most of the PCT mass is 
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eliminated by convective flow, but adsorption also contributes to elimination during 
the first hours of treatment [10]. Another important issue is the emergence of highly 
adsorptive dialysis membranes [6] in many ICUs worldwide, which may accentuate 
CRP and PCT removal even more [6, 11].

10.2.1.3  Brain Natriuretic Factors
The increased levels of B-type natriuretic peptide (BNP) and N-terminal prohor-
mone of brain natriuretic peptide (NT-proBNP) are related to dysfunction of the 
cardiovascular system and systemic inflammation. In recent years, BNP and 
NT-proBNP have been the focus of studies evaluating their suitability for accurately 
reflecting severity and prognosis of sepsis and infection [12].

Structure
BNP and NT-proBNP have molecular weights of 3.5 kDa and 8.5 kDa, respec-
tively [13].

Potential Elimination by CRRT
Whether the recently introduced biomarkers of sepsis, BNP and NT-proBNP, may 
perform better under CRRT conditions than other biomarkers is highly arguable. 
Indeed, as might be expected from their low molecular size [13], both markers will 
be effectively cleared by high- and low-flux membranes [14] very easily.

10.2.2  Cytokine/Chemokine Biomarkers of Sepsis

10.2.2.1  High Mobility Group 1 Protein (HMGB-1)
Although its relatively small molecular weight does not prohibit removal by routine 
convective hemofiltration (molecular weight of 25  kDa), HMGB-1 is effectively 
cleared by highly adsorptive dialysis membranes only through adsorption [15]. 
Highly adsorptive dialysis membranes, in particular the surface-treated acrylonitrile 
69 filter (AN69-ST), are increasingly used for CRRT in ICU patients [15].

10.2.2.2  Osteopontin
Osteopontin is a highly negatively charged protein. Its nascent molecular weight 
approximates 32 kDa with slight variations due to post-translational modification or 
proteolytic cleavage. Osteopontin is not eliminated by slow extended dialysis. This 
is not surprising because the 5-kDa membrane cutoff point for molecular diffusion 
with this technique lies largely below the molecular weight of osteopontin. 
Theoretically, continuous hemofiltration may remove osteopontin from the circula-
tion but evidence is lacking [16]. Moreover, CRRT is increasingly performed with 
novel membranes, such as the AN69-ST membrane [6]. Surface treatment implies 
coating with a polyethylene imine biopolymer resulting in a more neutral mem-
brane surface composed of areas with a high density of positive charges. In addition 
to being highly biocompatible and permeable, this membrane displays potent 
adsorptive capacity.
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10.2.3  Biomarkers of Sepsis Related to Vascular Endothelial 
Damage

10.2.3.1  Endocan
Endocan as a novel endothelium-derived soluble dermatan sulfate proteoglycan, has 
a molecular mass of around 15–40 kDa [17, 18]. Contemporary CRRT membranes 
are able to remove molecules as large as 35 kDa. Hence, endocan could be removed 
by CRRT [6].When new highly adsorptive membranes are used, the ability of CRRT 
to eliminate endocan may even be enhanced [6]. Therefore, the reliability of endo-
can during CRRT could be altered. De Freitas Caires et al. showed that endocan 
appears as a consistently good biomarker as good as PCT and could potentially be 
used as a tool for antimicrobial de-escalation therapy in the future (obviously requir-
ing new studies) as is the case now for PCT [19]. Accordingly (if endocan is used 
for de-escalation in the future), falsely low endocan levels in CRRT patients could 
lead to earlier de-escalation of antibiotics and reduced level of care for septic 
patients especially when using highly adsorptive membrane filters. In Europe, 80% 
of ICUs use highly adsorptive membrane filters, such as AN69-ST [2]. There has 
been no investigation on the performance of endocan in patients who receive CRRT. 
Such studies are urgently needed.

10.2.4  Biomarkers of Sepsis Related to Vasodilation

10.2.4.1  Proadrenomedullin (MR-proADM)
The molecular weight of MR-proADM is between 4 and 5.5 kDa, and, therefore, it 
may also be removed by CRRT. Indeed, Mueller et al. showed a significant decrease 
in MR-proADM (45–65%) if a high-flux membrane was used [20] (especially with 
a cutoff of 35,000 Da as used in contemporary CRRT membranes) [6]. In a study by 
Elke et al., 20.5% of the survivors and 58.1% of the non-survivors received CRRT, 
and the values of MR-proADM were, respectively, 4.0 and 8.2 nmol/l in survivors 
and non-survivors (p < .001) [21]. As the average MR-proADM levels in each group 
could have been impacted by differences in the CRRT prevalence [22], lower values 
in the non-survivor group may have given the clinician the false impression that the 
patient was getting better and could lead to de-escalation of therapy including anti-
microbials. Again, studies are urgently needed to confirm or not this elimination by 
convection during CRRT.

10.2.5  Other Acute Phase Reactant Protein Biomarkers

10.2.5.1  Pentraxin
Necrotizing soft tissue infection is a devastating condition with high morbidity 
and a dismal prognosis [23]. Timely and adequate surgery and early aggressive 
treatment of associated sepsis are imperative to improve survival. Pentraxin-3 
(PTX3) is a glycoprotein released by endothelial and inflammatory cells upon 
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stimulation by cytokines and endotoxins. In contrast with CRP, which is produced 
in the liver in response to systemic inflammation, PTX3 is thought to better reflect 
local vascular inflammation and bacterial load [23]. PTX3 might thus be a more 
appropriate marker of severity and prognosis of necrotizing soft tissue infec-
tion. This suggestion is corroborated by Hansen et al. [23], who reported a signifi-
cant association between high baseline PTX3 levels and occurrence of septic 
shock, amputation, dialysis need, and risk of death in a large cohort of patients 
with necrotizing soft tissue infection [23]. PTX3 also performed better than the 
“classical” inflammatory markers, CRP and PCT. Although PTX3 is a monomer, 
it can form a plasma octamerin composed of two covalently linked tetramers with 
a molecular weight >400 kDa [23]. Nevertheless, most of the PTX3 in the plasma 
is in monomeric form [23]. Finally, many patients with necrotizing soft tissue 
infection develop acute kidney injury (AKI), necessitating CRRT (25% of the 
patients studied by Hansen et al.). PTX3 has a molecular weight of approximately 
35 kDa [23] and thus in theory can be removed by CRRT. Recently, Schilder et al. 
[24] demonstrated some adsorption but no elimination of PTX3 by convection 
across the system of CVVH, resulting in unaltered plasma levels. Whether this is 
also relevant when CVVH is performed at higher convection flux or with different 
types of dialysis membranes (especially highly adsorptive) remains to be deter-
mined. It stands to reason that the highly adsorptive membrane filters used nowa-
days will probably remove even more PTX3 compared to the study by Schilder 
et al. [24, 25].

10.2.6  Cell Marker Biomarkers of Sepsis

10.2.6.1  Presepsin
Recently, soluble cluster of differentiation 14 subtype (sCD14-ST), also known as 
presepsin, has been identified as a potential biomarker of sepsis [26]. Presepsin is 
fragmented from a larger glycoprotein and has a molecular weight of approximately 
13 kDa. This is of particular concern because it theoretically exposes presepsin to 
significant convective elimination. Presepsin clearance may be even higher than 
expected because the molecule may “stick” to the highly adsorptive membranes 
incorporated in modern CRRT devices [6]. Thus, presepsin cannot be proposed as 
an accurate and clinically relevant sepsis biomarker until its behavior during CRRT 
is better specified [27].

10.2.7  Coagulation Biomarkers of Sepsis

10.2.7.1  Heparin Binding Protein (HBP)
HBP, also called cationic antimicrobial protein, has a molecular weight of 37 kDa 
[28] and thus could be removed by CRRT through convection [6] as the molecular 
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weight of HBP falls just below the 40  kDa cutoff of classical membranes. The 
increased use of highly adsorptive membranes could in turn enhance the ability of 
CRRT to eliminate HBP through adsorption [6]. Therefore, the reliability of HBP 
during CRRT could be altered. Accordingly, a falsely low HBP in CRRT patients 
could, in turn, lead to an impression that the patient is improving and could lead 
perhaps to a too early reduction in the level of care for such patients [29].

10.3  Discussion

As we can see, out of the three main biomarkers used almost every day in the ICU, 
none is able to accurately predict the severity of sepsis and infection during CRRT 
[2, 30]. Regarding the other biomarkers, it has not yet been proved that any of the  
seven described here are not removed by CRRT especially with highly adsorptive 
membrane filters [6]. This is why it is really urgent to address CRRT elimination 
issues by appropriate studies to see if some new biomarkers are not removed by 
CRRT. This could offer the clinician a great tool to be able to correctly monitor 
infection during CRRT. The situation is becoming even more complex as more and 
more sorbents are used in refractory septic shock in series with CRRT [31]. These 
sorbents, like CytoSorb®, have a greater cutoff up to 65 kDa and may induce an even 
greater problem to find a new sepsis biomarker that is not eliminated by sorbents in 
series with CRRT [32]. Table 10.1 summarizes all the biomarkers described in this 
review with their molecular weights, ability to be removed by convection or/and 
adsorption and whether a study has already been done or not.

Table 10.1 Biomarkers: molecular weights and potential for removal by hemofiltration or 
hemoadsorption with summary of presence of available studies and studies that need to be 
realized

Biomarker
Molecular 
weight (kDa) Hemofiltration Hemoadsorption

Studies 
existing

Studies 
needed

pCRP 120 − +? − +
mCRP 20–25 + + + +
Procalcitonin 14.5 + + + +
BNP 3.5 + − + +
NT-ProBNP 8.5 + − + +
HMGB-1 25 − + + −
Ostepontin 32.5 − +? − +
Endocan 15–40 − +? − +
Proadrenomedullin 
(MR-pro-ADM)

4–5.5 + − − +

Pentraxin 35 − + + +
Presepsin 13 + − + +
Heparin-binding protein 37 − +? − +

pCRP pentamer C-reactive protein, mCRP monomeric C-reactive protein, BNP brain natriuretic 
peptide, NT-ProBNP N-terminal prohormone of BNP, HMGB-1 high mobility group 1 protein
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10.4  Conclusion

So far, every putative biomarker candidate can potentially be removed by CRRT, 
especially with the new adsorptive membranes, so we are still without any accurate 
biomarker of infection in CRRT-treated patients. We need to perform studies to 
assess whether new biomarker candidates are eliminated or not by CRRT.  This 
would enable us to have a reliable marker of infection during CRRT. The task is 
becoming even more complex as sorbents have increased the cutoff up to 65 kDa 
making it even more complicated to find the suitable candidate to accurately moni-
toring infection when a sorbent is in series with a CRRT device.
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11Do Intensivists Need to Care About 
the Revised Starling Principle?

R. G. Hahn

11.1  Introduction: Concerns Among Clinicians

Microcirculatory researchers have recently re-evaluated the principles of transvas-
cular fluid exchange. The new aspects were summarized for anesthetists and inten-
sivists in an influential and widely cited review article by Woodcock and Woodcock 
in 2012 [1]. The new evaluations have been transmitted via numerous lectures and 
articles worldwide and have even been the leading topic of a book [2]. Those who 
are popularizing the new concepts provide explanations for how fluid therapy works 
in humans and even give recommendations, despite the fact that the revised physiol-
ogy rests primarily on experiments on mesenteric capillaries of primitive animals, 
such as frogs.

A multitude of “pro” articles claim a clinical importance for the revised Starling 
and glycocalyx principles. The present “con” article points out that the new con-
cepts are sometimes difficult to reconcile with actual studies in humans.

11.2  Glycocalyx Degradation

The luminal side of the endothelium is covered with a layer of loose tissue contain-
ing glycoproteins and glycosaminoglycans called the glycocalyx layer. Beyond any 
doubt, this layer is relevant to many functions in the vascular system [3], but the key 
issue for anesthetists and intensivists is how easily injury or fragmentation (shed-
ding) of the glycocalyx occurs, and to what degree this type of injury impairs the 
intravascular persistence of infusion fluids.

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37323-8_11&domain=pdf
mailto:robert.hahn@sll.se


138

Glycocalyx shedding is suggested to result from hypervolemia, surgery, isch-
emia, and severe infection [1]. Several hundred published clinical studies have 
reported acute elevations of the plasma concentration of glycocalyx layer constitu-
ents, implying damage to the endothelium. However, the observed three- to four-
fold elevations of syndecan-1 and heparan sulfate can also be explained by changes 
in kidney function [4], which is often affected after surgery, trauma and intensive 
care.

Acute shedding probably needs to be associated with at least a tenfold elevation 
of the plasma concentrations of glycocalyx components to exclude the kidney as a 
confounder, but it most certainly occurs in cardiac surgery and in severely ill 
patients. Importantly, several key scenarios have been studied that show only mini-
mal, if any, signs of glycocalyx shedding. These include cholecystitis, appendec-
tomy [5], hysterectomy [6], hypervolemia [5, 6] and lengthy (6 h) abdominal surgery 
[7, 8]. However, the occurrence of acute shedding seems unlikely in most situations 
encountered in routine hospital work.

Correction of the plasma concentration of degradation products for plasma albu-
min has occasionally been applied, but its validity is unproven due to a lack of 
pharmacokinetic characteristics for these substances [9].

11.3  Increased Capillary Leakage?

A fourfold increased rate in the capillary leakage of albumin has been found in sep-
tic patients [10]. However, we do not know whether the increased loss was replaced 
by albumin from an increased lymphatic flow, or if the intravascular persistence of 
infusion fluid was affected. Severe disease is always associated with hypoalbumin-
emia, but it does not seem to be coupled with impaired intravascular persistence of 
infusion fluid or albumin [8].

Capillary leakage resulting from glycocalyx fragmentation has been difficult to 
demonstrate in complex biological systems. Rehm et al. [11] pointed out this pos-
sibility by using indocyanine green to demonstrate massive capillary leakage imme-
diately after induction of general anesthesia for abdominal hysterectomy, where 
hypervolemia was induced with colloid fluid. Only 40% of the infused volume 
remained after a short equilibration time [12, 13].

Inspired by this finding, Nemme et al. induced hypervolemia with a rapid infu-
sion of Ringer’s in the same setting, but found no increase in glycocalyx shedding 
products in the bloodstream at all [6]. At the same time, the possibility was raised 
that Rehm’s widely cited finding was due to overlooking the transit time of the 
indocyanine green tracer between the site of injection and the site of elimination 
(the liver) [14].

Rehm’s group used an isolated heart model to convincingly demonstrate 
increased leakage of fluid upon administration of natriuretic peptides, which cause 
glycocalyx shedding, but the glycocalyx layer was unlikely to have remained intact 
after such a complex manual preparation [15].
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Later, the occurrence of increased capillary leakage of albumin or fluid due to 
glycocalyx shedding was refuted in cholecystitis, appendectomy [5] and abdominal 
surgery [7, 8]. In the rat, Can Ince’s group could not find any evidence that the 
glycocalyx serves as a barrier to fluid distribution [16].

11.4  “Non-absorption Rule”

Another claim is that an increased intravascular oncotic pressure cannot reverse 
fluid filtration in the capillaries because of the existence of a presumed colloid-free 
spatium below the glycocalyx layer (the “non-absorption rule”). This is said to 
explain why one cannot successfully treat edema by infusing colloid fluids. 
Naturally, the clinician then begins to question whether infusing 20% albumin is 
meaningful for that purpose.

A recent study by my group shows that infusion of 20% albumin results in allo-
cation of three times as much fluid to the circulating plasma than the infused volume 
[17], which degree is expected because recruitment of fluid also concentrates the 
albumin concentration of the interstitium. Moreover, the same recruitment was 
shown in volunteers and in postoperative patients who had undergone surgery with 
a mean operating time of 6 h, and who had a much lower plasma albumin concentra-
tion at baseline [8].

These findings do not support the “non-absorption rule,” although the possibility 
remains that the recruited fluid stems from the lymph rather than from the interstitial 
fluid. Recruitment of fluid from the glycocalyx layer has been claimed to occur, but 
is unproven [1] and further would be expected to cause some disintegration of this 
structure (shedding), which does not occur as a result of fluid recruitment with 20% 
albumin [17].

11.5  Capillary Filtration

A finding in primitive animals related to the “non-absorption rule” is that fluid is 
filtered throughout the length of most capillaries. No absorption occurs at the distal 
end, except transiently in hypovolemic states. This claim creates difficulties in 
understanding how hypertonic (7.5%) saline can greatly increase the plasma vol-
ume when given to normovolemic volunteers [18]. Infusion of 7.5% saline in 6% 
dextran 70 increases the plasma volume even more, by twice as much as 7.5% saline 
alone, which is consistent with the idea that osmotically withdrawn intracellular 
fluid is further transported to the plasma by a transendothelial absorption process 
[18] (Fig. 11.1). The reversal of the arteriovenous difference in plasma dilution in 
the hand only 2 min after the end of an infusion of crystalloid fluid is also difficult 
to reconcile [19]. This latter finding suggests that filtered fluids in the hand muscles 
become absorbed locally, despite the fact that the filtration pressure must be mark-
edly raised.
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The revision of the traditional models for transvascular fluid exchange empha-
sizes filtration while downplaying, in particular, the impact of the interstitial colloid 
pressure, since the colloid gradient is claimed to exist between the plasma and an 
almost protein-free “protected region” of the subglycocalyx space [1]. This model 
scarcely agrees with our results from cardiopulmonary bypass (CPB), where the 
priming solution (Ringer’s) had a normal distribution half-life of 8  min [20]. 
Connecting the patient to the circuit would then imply that the hydrostatic pressure 
is kept constant while the intravascular colloid pressure is dramatically reduced by 
dilution with the crystalloid fluid in the circuit. In this setting, no distribution at all 
would have occurred if the subglycocalyx region had been protein free.

11.6  Are Colloids and Crystalloids Equal?

Microcirculatory researchers claim that the traditional Starling principle predicts 
that crystalloid fluid has only a transient effect on the blood volume in hypovolemic 
humans [21]. This is actually the case, and rebound hypovolemia is therefore an 
expected but widely overlooked problem [22]. However, these researchers now pro-
pose an alternative interpretation, the revised Starling principle, which predicts that 
crystalloids are retained to a greater extent in the hypovolemic setting. This is said 
to explain why crystalloids are far more effective in the operating room and in 
trauma than in volunteers [21].

In clinical patients, an excess intravascular accumulation of crystalloid fluid has 
been known for almost 30 years to require the development of arterial hypotension, 
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i.e., relative or absolute hypovolemia is not sufficient [23, 24]. In humans, a reduc-
tion in the mean arterial pressure (MAP) to a steady state 20% below baseline tem-
porarily arrests the distribution of crystalloid fluid to the interstitium, making it an 
effective plasma volume expander [25]. This effect is easy to explain by the tradi-
tional Starling equation, since a reduction in the intravascular pressure should create 
difficulties for infused fluid to distribute against an interstitial fluid at a normal pres-
sure. However, the effective plasma volume expansion is likely to last only until the 
infusion has built up a new Starling equilibrium. Thereafter, the distribution func-
tion is the same as that observed in conscious volunteers [26].

Kinetic analyses in humans do not support a more than transient slowdown of the 
rate of distribution of fluid in extrarenal capillaries in this setting. The increased 
effectiveness of crystalloid fluid in lengthy surgery or intensive care is not due to a 
slow distribution but due to renal fluid retention, which is proportional to the 
patient’s age and inversely to the MAP [27]. Therefore, the rate of elimination is the 
main factor that determines plasma volume expansion during long observation 
times, and this fact has cast doubts over the relative potency of these fluids in several 
intensive care studies [28].

11.7  Hemodilution and the Glycocalyx

Objections to the use of hemoglobin (Hb) concentration to estimate the distribution 
of infused fluid are usually based on microcirculatory considerations. Hb concentra-
tion is claimed to be a misleading index of plasma volume change because red blood 
cells (RBCs) do not pass into the glycocalyx layer; therefore, Hb only indicates the 
circulating blood volume [13, 29].

This consideration is not valid because the Hb concentration is only the inverse 
of the blood water concentration and has nothing to do with the blood volume. The 
glycocalyx will be indicated by the Hb concentration as long as infused water passes 
into the glycocalyx. This can be understood from the following example:

Assume that we infuse two fluids on separate occasions that distribute into dif-
ferent body fluid compartments (let us say the plasma and the total body water). 
Naturally, the hemodilution will be greater for the first and smaller for the second 
infusion. Nevertheless, a correct volume of distribution for the infused fluid will be 
obtained in both cases by dividing the infused volume with the Hb dilution. The fact 
that RBCs cannot distribute into the total body water is not relevant as long as the 
infused water volume does distribute there. Hence, the hemodilution reflects how 
the infused water is distributed, and whether this is occurring inside or outside the 
circulating blood does not matter.

Microcirculatory researchers also discredit the use of Hb because RBCs circulate 
at a different rate than the plasma [21]. This objection might be valid for radioactive 
tracers but not for hemodilution, which will be the same even if the RBCs are trans-
ported at a rate of zero. The blood Hb concentration mirrors the blood-water con-
centration and nothing else.
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11.8  Volume Kinetics

The most sophisticated use of Hb dilution is to apply volume kinetics to serial measure-
ments and calculate the distribution and elimination of an infusion fluid [27]. This 
analysis detects a “wall” between a central compartment (the plasma) and a peripheral 
compartment (probably the interstitium) and indicates where the infused fluid is 
located, regardless of the degree of hemodilution. Hence, if hemodilution is doubled, 
the plotted fluid distribution will be the same, although a scaling factor between the 
hemodilution and the volume change (i.e., Vc, the plasma volume) will be cut in half.

The example shown in Fig. 11.2 compares the modeled plasma volume expan-
sion and the plasma dilution as derived by population volume kinetics, based on 
four published studies where blood Hb and plasma albumin were measured at pre-
cisely timed intervals during and after infusion of a crystalloid fluid [6, 26, 30, 31]. 
Both albumin and Hb show practically identical intravascular fluid volumes 
(Fig. 11.2, upper). The scaling factor between the volume change and dilution was 
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3.25 l for Hb and 3.63 l for albumin, and this is the closest we can get to an estimate 
of the plasma volume using dilution kinetics. Figure 11.2 (lower panel) indicates a 
somewhat smaller plasma dilution for plasma albumin than for Hb, which agrees 
well with the “f-cell ratio”, or “hematocrit factor”, (usually 0.88–0.92; here, it is 
3.25/3.63 = 0.895), which is reported when the blood volume is measured using 
radioactive tracers.

11.9  Conclusion

The relevance of the revised Starling principle and the glycocalyx model to clinical 
work is not yet proven, and their use can even create difficulties in explaining the 
results of some studies in humans. Acute degradation of the glycocalyx apparently 
requires the occurrence of a more severe physiological insult than was previously 
believed. Misinterpretation of elevated plasma concentrations of glycocalyx degra-
dation products due to changes in kidney function can be suspected. Shortened 
intravascular persistence of infusion fluids after shedding of the glycocalyx layer 
has not yet been demonstrated in humans. Lastly, the author argues against objec-
tions raised by microcirculatory researchers regarding the use of hemodilution to 
study fluid distribution.
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12Right Ventricular Dysfunction and Fluid 
Administration in Critically Ill Patients

F. Gavelli, X. Monnet, and J.-L. Teboul

12.1  Introduction

In critically ill patients, right ventricular (RV) function is often acutely impaired [1, 
2]. This may be due to either an acute decrease in contractility related to sepsis- 
induced myocardial depression or an acute increase in pulmonary vascular resis-
tance (PVR) [2, 3]. The latter can be secondary to acute pathological conditions, 
such as severe pulmonary embolism or acute respiratory distress syndrome (ARDS). 
An increase in PVR may also occur as a result of the effects of mechanical ventila-
tion on the pulmonary vasculature [4], which we will classify hereafter as a “func-
tional cause” of RV dysfunction. Whatever the mechanism, the RV dysfunction is 
often associated with RV enlargement, which can be easily detected by echocar-
diography [5, 6]. An increase in the RV end-diastolic area (RVEDA)/left ventricular 
end-diastolic area (LVEDA) is one of the major elements for the definition of RV 
dysfunction.

It is generally thought that the presence of RV enlargement or RV dysfunction is 
a contraindication for fluid administration in shock states. However, this idea must 
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be debated and the objective of this chapter is to emphasize the distinction between 
situations where fluid administration is always deleterious (structural causes of RV 
dysfunction) and situations where fluid administration can be useful (functional 
cause of RV dysfunction).

12.2  Fluid Administration in Cases of Structural Causes 
of Acute RV Dysfunction

As mentioned earlier, acute decreases in RV contractility may occur in cases of 
sepsis or septic shock. This is generally associated with left ventricular (LV) dys-
function. In general, but not always, the right ventricle is moderately to severely 
dilated [3]. Another major category of acute RV dysfunction encountered in criti-
cally ill patients is referred to as the acute increase in RV afterload due to structural 
abnormalities of the pulmonary vascular tree. The main causes are severe acute 
pulmonary embolism (involving the proximal arteries) and ARDS (involving the 
small vessels). In ARDS, the alteration of the small pulmonary vasculature is mul-
tifactorial: pulmonary vasoconstriction related either to hypoxemia or to release of 
inflammatory mediators, formation of microthrombi, and microvascular remodeling 
[7, 8]. In the case of an acute increase in RV afterload, the right ventricle has no 
adaptive mechanism other than its dilatation [9]. Due to the biventricular interde-
pendence mechanism, RV dilatation may impede LV filling and thus decrease the 
LV stroke volume. The most severe form of RV failure—also called acute cor pul-
monale—during pulmonary embolism or ARDS is associated with RV dilatation 
and leftward shift of the interventricular septum, both signs easily visualized by 
echocardiography [2].

Fluid resuscitation is the cornerstone of the management of circulatory shock. 
However, administration of fluid in patients with shock associated with or due to RV 
dysfunction secondary to structural causes such as pulmonary embolism, septic 
myocardial depression or ARDS may be harmful for the following reasons. First, 
according to the Frank-Starling mechanism, a dilated right ventricle should operate 
on the flat part of its systolic function curve. Therefore, a further increase in RV 
preload with fluid administration cannot increase the RV stroke volume (preload 
unresponsiveness state). This was clearly demonstrated in shocked patients with 
acute pulmonary embolism, in whom an increase in cardiac output after fluid admin-
istration was observed only when the right ventricle was not dilated [10]. Second, 
the two ventricles are surrounded by the pericardium, which is a poorly expandable 
membrane. Therefore, according to the biventricular interdependence mechanism, 
the fluid-induced increase in the pressure and volume of a previously dilated right 
ventricle will result in a further leftward septal displacement, which further limits 
the filling of the left heart and results in decreases in LV stroke volume and cardiac 
output [11].

Third, considering the hyperbolic end-diastolic RV pressure-volume relation-
ship, a further increase in preload of a previously dilated right ventricle should 
increase the RV end-diastolic pressure much more than it would do in the case of a 
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non-dilated right ventricle. This will increase all the right-side pressures and, hence, 
the downstream pressure of the perfusion of some important organs. This could thus 
negatively affect the function of organs such as the kidney [12, 13].

In summary, in the case of a dilated right ventricle due to structural causes, such 
as septic myocardial depression or structural abnormalities of the pulmonary vascu-
lature, fluid administration does not increase cardiac output or may even decrease it. 
In addition, the increase in pressure upstream of the right heart may have deleterious 
consequences on the perfusion and hence on the function of important organs.

12.3  Fluid Administration in Cases of Acute RV Dysfunction 
Related to Mechanical Ventilation (Functional Causes 
of RV Dysfunction)

12.3.1  Pulmonary Vascular Resistance and Lung Volume

The relationship between PVR and lung volume is complex and determined by the 
presence of two types of pulmonary microvessels, the extra-alveolar and intra- 
alveolar microvessels, and by the hydrostatic distribution of the pulmonary vascular 
pressures [14].

The extra-alveolar microvessels are located outside the alveolar space, are subjected 
to the intrathoracic pressure (or pleural pressure [Ppl]), and are stretched by the increase 
in lung volume. This results in a decrease in the resistance of the extra- alveolar vessels 
[15] that is exponential from the residual volume to the total lung capacity (TLC), 
being maximal for low lung volumes and becoming lower as alveoli are stretched fur-
ther. Above the functional respiratory capacity (FRC), the decrease in the resistance of 
the extra-alveolar vessels with lung volume is only minimal (Fig. 12.1).

Extra-alveolar
vessels

Intra-alveolar
vessels

FRC

Pulmonary
vascular

resistance

Lung volumeRV TLC

Fig. 12.1 Relationship between lung volume and pulmonary vascular resistance. FRC functional 
residual capacity, RV residual volume, TLC total lung capacity
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The intra-alveolar vessels are in the proximity of the alveoli and are exposed to 
the transpulmonary pressure (PL), which is the difference between the alveolar pres-
sure (Palv) and the Ppl. The increase in lung volume from the FRC to the TLC is 
associated with an increase in the PL, which is more pronounced in cases of low 
compliance of the respiratory system, such as in ARDS [16]. Due to the vertical 
hydrostatic pressure gradient, the local pulmonary vascular pressures (local pulmo-
nary artery and venous pressures) are higher in the dependent regions of the lung 
compared to the nondependent regions. This is not the case for the Palv and the PL, 
which are more homogeneously distributed from the base to the top of the lungs. 
Therefore, the intra-alveolar vessels in the dependent regions are more likely to be 
totally open since the pressure at their entry (local pulmonary arterial pressure) as 
well as the pressure at their exit (local pulmonary venous pressure) are higher than 
the PL (Fig. 12.2). The pulmonary blood flow in these regions (West zone 3) is maxi-
mal and the resistance of the intra-alveolar vessels is minimal [17]. In the nondepen-
dent lung regions, the PL can be higher than both the local pulmonary arterial and 
venous pressures, so that the intra-alveolar vessels are squeezed and the perfusion is 
absent (West zone 1) (Fig. 12.2) [17]. In the intermediate lung regions, the PL can 
be lower than the local pulmonary arterial pressure but higher than the local pulmo-
nary venous pressure, so that the intra-alveolar vessel can be compressed at its 
venous side (West zone 2) (Fig.  12.2) [17]. This results in a slower blood flow 
(waterfall effect) and an increased resistance of the intra-alveolar vessels. Therefore, 
for given pulmonary artery and venous pressures, the increase in the resistance of 
the intra-alveolar vessels is exponential from the FRC to the TLC due to the pro-
gressive increase in PL and, thus, the progressive extent of the West zones 1 and 2. 
In cases of high pulmonary venous pressures (for example due to congestive heart 
failure), the extent of West zone 2 is inherently reduced resulting in a lower slope of 
the exponential increase in the resistance of the intra-alveolar vessels with lung 

Zone 1

Zone 2

Zone 3

Palv > PAP > PVP

PAP > Palv > PVP

PAP > PVP > Palv

Fig. 12.2 West zones according to the ventilation/perfusion ratio. Palv alveolar pressure, 
PAP pulmonary arterial pressure, PVP pulmonary venous pressure
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volume. Conversely, if pulmonary venous pressure is low due to a decreased central 
blood volume, the extent of West zone 2 will be increased and the slope of the expo-
nential increase in the resistance of the intra-alveolar vessels with lung volume will 
be higher (Fig. 12.3).

The combined effects of lung volume on the resistance of the two types of pul-
monary microvessels can be represented by plotting both curves on the same graph: 
the resulting U-shaped curve (Fig. 12.1) has the lowest inflection at the point cor-
responding to the FRC, meaning that the global PVR is at its minimum when the 
respiratory system is at rest [15, 18].

12.3.2  Mechanical Ventilation and RV Afterload

During mechanical ventilation, the active insufflation produces an increase in Palv, 
and thus tends to enhance the West zone 2 conditions, as the pulmonary venous 
pressure cannot increase to the same extent as the Palv. Indeed, the Ppl (which influ-
ences the pulmonary vascular pressures) increases less than the Palv during mechani-
cal insufflation. Obviously, this cyclic increase in PVR should be more pronounced 
when the tidal volume is high [19]. Lowering tidal volume, as is currently recom-
mended in patients with ARDS, must thus lower the increase in PVR and its nega-
tive impact on the RV function during mechanical insufflation.

In addition to the cyclic effects of mechanical ventilation on the RV afterload, the 
effects of a positive end-expiratory pressure (PEEP) must also be discussed since it 
is also recommended in ARDS patients [20].

Pulmonary
vascular
resistance

Lung volumeTidal
volume

PEEP

Reduced PVP
(e.g.,hypovolemia)

Normal PVP

Fig. 12.3 Effects of positive end-expiratory pressure (PEEP) and tidal volume on pulmonary 
vascular resistance, in cases of normal and low pulmonary venous pressure (PVP)
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By recruiting the collapsed alveoli, PEEP may relieve the hypoxic vasoconstric-
tion, reducing the vascular resistance to pulmonary blood flow. In addition, if PEEP 
recruits lung units, the initially low end-expiratory lung volume increases towards 
the FRC resulting in a decrease in the resistance of the extra-alveolar vessels. 
Application of a low tidal volume should then result in an only small increase in 
PVR during insufflation. If PEEP over-distends more than it recruits lung units, the 
PVR should increase at end-expiration. Application of a tidal volume should then 
further increase the PVR during insufflation. These mechanisms explain why in 
patients with ARDS some investigators found an increased incidence of acute cor 
pulmonale with increased plateau pressure, which combines the total PEEP and the 
alveolar pressure related to tidal volume application [21].

As already mentioned, in the presence of a low pulmonary venous pressure (e.g., 
due to low central blood volume), the West zone 2 conditions are enhanced, so that 
the increase in the resistance of the intra-alveolar vessels and, hence, PVR would be 
amplified. Consequently, in cases of low central blood volume, the increase in RV 
afterload due to PEEP ventilation should be amplified (Fig. 12.3). Obviously, this 
effect would be more pronounced when tidal volume is high, when PEEP is high, 
when PEEP over-distends more than it recruits lung units, and in ARDS where the 
end-expiratory PL is high due to the lung stiffness [22].

One option to decrease the negative impact of PEEP on RV function is to decrease 
its level. However, such a PEEP level should sometimes be maintained to avoid 
profound hypoxemia. Another option to reduce the PEEP-induced increase in RV 
afterload is to increase the pulmonary venous pressure in order to transform West 
zone 2 to zone 3 conditions. This has been illustrated in a study including patients 
with ARDS ventilated with a tidal volume of 6 ml/kg [23]. The level of PEEP was 
increased from 5 cmH2O to the maximal value compatible with a plateau pressure 
of 30 cmH2O (on average 13 ± 4  cmH2O). The increase in PEEP resulted in an 
improved PaO2/FiO2 from 108 ± 40 to 135 ± 30 mmHg. The hemodynamic effects 
of PEEP were evaluated with echocardiography and pulmonary artery catheter. The 
increase in PEEP was associated with a significant decrease in cardiac output and 
significant increases in the difference between mean pulmonary artery pressure 
(mPAP) and pulmonary artery occlusion pressure (PAOP), in the PVR and in the 
RVEDA/LVEDA ratio (from 0.66 ± 0.20 to 0.72 ± 0.20), all findings consistent with 
an increase in RV afterload. Importantly, performance of passive leg raising (PLR) 
(simulating a fluid challenge) at the high level of PEEP resulted in the return of 
cardiac output, mPAP-PAOP, PVR and RVEDA/LVEDA to their baseline values. In 
other words, increasing central blood volume with PLR decreased the RV afterload 
suggesting that West zone 2 conditions were transformed into zone 3 conditions.

Thus, as a reduced central blood volume may amplify the deleterious impact of 
mechanical ventilation and PEEP application on RV function, increase in the central 
blood volume could be a good option to reduce RV dysfunction without affecting 
the beneficial respiratory effects of PEEP.

However, it should be remembered that administering fluids in the presence of 
a dilated right ventricle may be beneficial only in the case of functional RV impair-
ment due to mechanical ventilation. Moreover, as the pathophysiologic hallmark of 
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ARDS is an increase in pulmonary vascular permeability, the benefit/risk balance 
of infusing fluids should be carefully assessed. In case of any doubt, especially in 
ARDS where both structural and functional causes of RV dysfunction may coexist, 
performing a PLR test may be helpful to investigate to what extent increasing the 
central blood volume could improve RV function. Measuring the changes in the 
RV function echocardiographic indices during PLR is of great interest in this 
context.

12.4  Conclusion

In critically ill patients, acute RV dysfunction can be secondary to structural or 
functional causes. The decision whether to administer fluids to these patients 
depends on the mechanism of the RV dysfunction. In cases of structural causes of 
RV dysfunction, administration of fluids is potentially harmful as it results in 
unchanged or even decreased cardiac output and increased right-side pressures with 
potential subsequent organ dysfunction. In the case of acute RV dysfunction due to 
mechanical ventilation, administration of fluids may be beneficial, by reopening 
lung microvessels and hence reducing PVR and eventually increasing cardiac out-
put. Performance of a PLR test before making the decision to administer fluids can 
be helpful in cases of doubt.
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13Intravenous Fluids: Do Not Drown 
in Confusion!

J. N. Wilkinson, F. M. P. van Haren, and M. L. N. G. Malbrain

13.1  Introduction

Intravenous fluids are some of the most commonly prescribed therapeutics on a daily 
basis. They should however be considered as any other drug with their indications, 
contraindications, benefits, risks, adverse effects and complications. Often, the task 
of prescribing intravenous fluids is delegated to the most junior members of the team. 
Or, in many circumstances, there is no intravenous fluid prescription available and the 
decision to start and choose the right fluid is left to the attending nurse. Evidence sug-
gests that when available, fluid prescriptions are rarely documented correctly despite 
the presence of clear guidelines [1]. This is thought to be due to lack of knowledge 
and experience, which often leads to confusion. Consequently, this puts many patients 
at increased risk of serious harm and may incur unnecessary costs to healthcare insur-
ance companies. It is therefore imperative to carefully assess the individual patients, 
their requirements, and the clinical picture to tailor intravenous fluid plans safely [2].

Ideally, fluids should be prescribed during rounds by the team that knows the 
patient and their history. Nonparent team prescriptions, particularly out of hours, 
require extra care and should not be done as a duplication of the last prescription to 
save time. Clearly, there are emergency situations in which fluids may need to be 
prescribed outside of this policy.
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There are many controversial areas in the field of fluid administration. For example, 
in patients with septic shock, administration of fluids for resuscitation during initial 
hemodynamic stabilization may be associated with harm and we are faced with many 
unresolved questions regarding the type, dose, and timing of fluid administration. In 
addition, fluids may be used for maintenance of the intravascular fluid status, for replace-
ment of fluid losses, and for nutrition to cover the daily calorie needs [3–5].

In this chapter, we provide definitions of terms important in the context of fluid 
therapy in hospitalized patients, amongst the sickest of whom are those with septic 
shock. We discuss different fluid management strategies including early adequate 
goal-directed fluid management, late conservative fluid management, and late goal- 
directed fluid removal. Also, we expand on the concept of the “four Ds” of fluid 
therapy, namely drug, dosing, duration, and de-escalation [5].

13.2  The Goals of Fluid Stewardship

Fluid stewardship is defined as a series of coordinated interventions, introduced to 
select the optimal type of fluid, dose, and duration of therapy that results in the best 
clinical outcome, prevention of adverse events, and cost reduction [6].

The primary goal of fluid stewardship is to optimize clinical outcomes while 
minimizing unintended consequences of intravenous fluid administration by taking 
into account indications, contraindications, toxicity, adverse events, fluid dynamics 
and kinetics. The appropriate use of intravenous fluids is an essential part of patient 
safety and deserves careful oversight and guidance and it is, therefore, necessary for 
the bedside clinician to understand fluid physiology. Given the association between 
fluid (mis)use and deleterious effects on patient morbidity and mortality, the fre-
quency of inappropriate fluid prescription could be used in the future as a surrogate 
marker for the avoidable impact on iatrogenic fluid overload and subsequent end- 
organ dysfunction and failure [6]. A secondary goal of fluid stewardship is to reduce 
healthcare costs without adversely impacting on the quality of care.

The combination of effective fluid stewardship (with doctors and nurse ambas-
sadors) with a comprehensive fluid bundle and organ function monitoring program 
may limit the deleterious effects of inappropriate fluid prescription and fluid over-
load and reduce costs [6, 7].

13.3  Framework for Intravenous Fluid Prescription

The process of intravenous fluid treatment is divided into four stages, based on an 
audit framework developed by the National Institute for Health and Care Excellence 
(NICE) [6, 8, 9].

 1. Assessment of intravenous fluid need: Only the three major indications need to 
be examined thoroughly for the purpose of a clinical audit: resuscitation; main-
tenance; and replacement or redistribution.
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 2. Clear prescription: Every intravenous fluid prescription has to be detailed to 
ensure correct administration and that a fluid management plan is available to 
warrant the continuity of care.

 3. Quality standards: The information in the hospital’s fluid guideline or bundle is 
used to create different quality standards.

 4. Appropriateness: These standards represent the necessary elements to do a full 
and qualitative check of appropriateness.

If all standards are met, the therapy will be classified as appropriate for that 
patient.

13.4  The Four Ds of Fluid Therapy: A Guide to Key 
Performance Indicators

13.4.1  Drug

Fluids, in analogy to antibiotics, should be treated as drugs and inappropriate fluid 
therapy should be avoided. All resuscitation, replacement, and even maintenance 
fluids can contribute to the formation of interstitial edema, particularly in patients 
with systemic inflammation associated with altered endothelial function [10]. As 
such the best fluid may be the one that has not been given (unnecessary). Critical 
care physicians should consider fluids as drugs that have contraindications and 
potential side effects, and pay particular attention to the different compounds and 
their specificities (crystalloids vs. colloids, synthetic vs. blood-derived, balanced vs. 
unbalanced, intravenous vs. oral). For each type of fluid, there are distinct indica-
tions and specific adverse effects. The osmolality, tonicity, pH, levels of chloride, 
sodium, potassium, and other metabolizable compounds (lactate, acetate, malate), 
as well as clinical factors (underlying conditions, kidney or liver failure, presence of 
capillary leak, albumin levels, fluid balance), must all be considered when choosing 
the type of fluid for a given patient at a given time [5].

13.4.2  Dose

“Sola dosis facit venenum” or “the dose makes the poison.” This is true for drugs but 
also for intravenous fluids. There are various important considerations for fluid 
prescription:

• Pharmacokinetics: Most intravenous fluids administered, whatever their mor-
phology, tend to remain within the intravascular compartment for 1 h or less. 
However, their half-life will alter according to co-pathology (infection, inflam-
mation, surgery, and anesthesia).

• Volume kinetics: Crystalloids or colloids, when infused, will exert a similar vol-
ume expansion effect and their distribution may be slowed down. Their 
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elimination and excretion will again be slowed in cases of shock, hypotension, 
sedation, or general anesthesia. This may explain why crystalloids have a much 
better short-term effect on the plasma volume than previously believed. Their 
efficiency (i.e., the plasma volume expansion divided by the infused volume) is 
50–80% as long as infusion continues and even increases to 100% when the arte-
rial pressure has dropped. Elimination is very slow during surgery and amounts 
to only 10% of that recorded in conscious volunteers.

• Pharmacodynamics: This relates the drug concentrations to their specific effect. 
For fluids, the Frank-Starling relationship between cardiac output and cardiac 
preload is the equivalent of the dose-effect curve for standard medications. 
Because of the shape of the Frank-Starling relationship, the response of cardiac 
output to the fluid-induced increase in cardiac preload is not constant. The effec-
tive dose 50 (ED50), in pharmacology, is the dose or amount of drug that pro-
duces a therapeutic response or desired effect in 50% of the subjects receiving it, 
whereas lethal dose 50 (LD50) will result in the death of 50% of recipients. 
Translated to intravenous fluids, this would be the doses of fluid that induce, 
respectively, a therapeutic response or death in 50% of the patients. The chal-
lenge is that the therapeutic response for intravenous fluids is largely unknown, 
varies from one patient to another, and depends on many factors such as disease 
process and severity of illness.

13.4.3  Duration

The duration of fluid therapy is equally important and volume administration must 
be tapered when shock is resolved. However, many clinicians use certain triggers to 
start but are not aware of triggers to stop fluid resuscitation, hence carrying the 
potential of fluid overload with deleterious effects on patient morbidity and mortal-
ity. As such, fluid therapy can be considered as a double-edged sword. Fluids should 
be titrated to the desired response (e.g., resolution of shock) and we should not use 
fluids to treat intermediate physiologic endpoints or targets such as central venous 
pressure (CVP), mean arterial pressure (MAP), or urine output.

13.4.4  De-escalation

The final step in fluid therapy is to consider withholding or withdrawing resuscita-
tion fluids when they are no longer required or, in some patients, late goal-directed 
fluid removal or de-resuscitation may be required.

13.5  The Five Ps of Fluid Prescription

In the ideal world, a five-stage process (physician—prescription—pharmacy—prep-
aration—patient) should occur whereby the physician decides on the appropriate 
fluid and prescribes a dose and duration of therapy, the pharmacy checks the 

J. N. Wilkinson et al.



157

prescription and starts the preparation, additional electrolytes are added by a pharma-
cist, and the final drug is then passed onto the ward area to be administered to the 
patient. But, in reality, there is often little time for this process to occur, and therefore 
it is vital to obtain input from a pharmacist (they can provide data for audits, provide 
tailored advice in difficult situations, and help to oversee safe prescription practice).

13.6  The Four Indications for Fluid Therapy

13.6.1  Resuscitation

Resuscitation fluids refer to fluids given to correct an intravascular volume deficit or 
acute hypovolemia in the case of absolute or relative hypovolemia. Resuscitation 
fluids have received most scientific attention especially in the light of the recent 
colloid-crystalloid debate. However, a large part of the total infused volume during 
a patient’s stay in the hospital does not fall into this category. For a simplified urgent 
resuscitation guide see Box 13.1. We recommend the use of a balanced crystalloid 
solution as a first choice.

13.6.2  Maintenance

Maintenance fluids should cover the patient’s daily basal requirements of water and 
electrolytes. As such, they are intended to cover daily needs. Basic daily needs 
should be covered at all times (Box 13.2). There is a lot of debate as to whether 

Box 13.1 Resuscitation fluid recommendations

Resuscitation
1. Prescribe a “stat” bolus of 250 ml crystalloid (or 4 ml/kg over 5 min)
2. Reassess the patient using the “A, B, C, D, E” approach
3. Monitor blood pressure, pulse, and urine output response to the challenge
4. If there is an inadequate response, repeat the challenge as per 1–3 above and reassess

Box 13.2 Maintenance fluid recommendation

Maintenance
Intravenous fluid required 1.5 ml/kg/h or 36 ml/kg/24 h
Na+/K+/Cl− 1 mmol/kg/24 h
Glucose 50–100 g
Urine output 0.5–1 ml/kg/h
Review output on fluid chart. If excessive losses, consider adding this in. Divide the total 
by 24 and add to hourly maintenance.
If on intravenous fluid for >24 h, the patient will need daily urea and electrolyte 
monitoring
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isotonic or hypotonic maintenance solutions should be used. Data in children 
showed that hypotonic solutions carry the risk of hyponatremia and neurologic 
complications. Studies in adults are scarce and indicate that administration of iso-
tonic solutions will result in a more positive fluid balance as compared to hypotonic 
solutions. This was confirmed in a recent pilot study in healthy volunteers showing 
that isotonic solutions caused lower urine output, characterized by decreased aldo-
sterone concentrations indicating (unintentional) volume expansion, than hypotonic 
solutions and were associated with hyperchloremia. Despite their lower sodium and 
potassium content, hypotonic fluids were not associated with hyponatremia or 
hypokalemia [11].

There are several important points to consider in terms of maintenance fluids. 
First, many drugs are administered in large volumes of fluid. These are often forgot-
ten and may result in fluid creep. Second, hypervolemic patients may require fluid 
restriction or even active fluid removal with diuretics. Third, occult losses, such as 
febrile states, leading to excessive evaporative losses in sweat should not be forgot-
ten. Fourth, urine output does not need to be replaced unless excessive in volume 
(e.g., in diabetes insipidus or the diuretic phase of resolving renal failure). Finally, 
postoperative patients may be polyuric. This may be due to excessive intraoperative 
fluid provision, or secondary to the surgical stress response itself. Here, increased 
antidiuretic hormone release leads to retention of sodium and water but diuresis of 
potassium-containing urine.

13.6.3  Replacement

Replacement fluids are slightly different to maintenance solutions in that they are 
designed to replace more specific, known losses: for example, the output from drains 
or stomata, fistulas, fever, open wounds (evaporation during surgery, severe burn 
injury), polyuria (salt-wasting nephropathy or diabetes insipidus), and others. Several 
recent guidelines advise matching the amount of fluid and electrolytes as closely as 
possible to the fluid that is being or has been lost. An overview of the composition of 
the different body fluids can be found in the NICE guidelines [9]. Replacement fluids 
are usually isotonic balanced solutions. One example where one may choose 0.9% 
saline would be in patients where the fluid deficit is due to a loss of chloride-rich 
gastric fluid. Some commonly used solutions are shown in Table 13.1.

Table 13.1 Electrolyte constitution of the most popular intravenous fluids

Fluid Na K Cl Mg Ca Other Osmolality
0.9% NaCl 154 0 154 0 0 0 308
0.18% NaCl/4% dextrose 30 0 30 0 0 Glu 40 g/l 284
0.45% NaCl/5% dextrose 77 0 77 0 0 Glu 50 g/l 406
Hartmann’s 131 5 111 0 2 Lactate 29 274
Plasmalyte 148 140 5 98 1.5 0 Acetate 27/gluconate 23 297
5% Dextrose 0 0 0 0 0 Glu 50 g/l 278
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13.6.4  Nutrition

Often overlooked, it is important to consider parenteral nutrition as another source 
of intravenous fluid that may contribute to fluid overload. Likewise, nutritional ther-
apy in the critically ill should be seen as “medication,” helping the healing process. 
As such we should consider the four Ds of nutritional therapy in analogy to how we 
deal with antibiotics and fluids: drug (type of feeding), dose (caloric and protein 
load), duration (when and how long) and de-escalation (stop enteral nutrition and/or 
parenteral nutrition when oral intake improves) [12].

13.7  The Four Questions of Fluid Therapy

 1. When to Start Intravenous Fluid?
This refers to the benefits of fluid administration guided by macro- hemodynamics 
(volumetric monitoring, fluid responsiveness, point-of-care ultrasound 
[POCUS]).

 2. When to Stop Intravenous Fluid?
This refers to the potential risks of ongoing fluid administration. The decision to 
stop intravenous fluids could be supported by the absence of fluid responsiveness 
or by transpulmonary thermodilution measurements if available. POCUS may 
also have a role here.

 3. When to Start Fluid Removal?
This is becoming a key area within more advanced fluid management. Fluid can 
be actively removed by the use of diuretics or ultrafiltration. Much of this may 
relate to the mobilization of edema in critically ill patients, very well described 
by Morris and Plumb [13] (Table 13.2).

 4. When to Stop Fluid Removal?
This refers to the risks of too much fluid removal, with resultant intravascular 
volume depletion or dehydration.

Table 13.2 The diuretic regime used to achieve a negative fluid balance in acute respiratory dis-
tress syndrome (ARDS)

Agent Dose Rationale Comments
Furosemide Variable 

infusion 
10–50 mg/h

Loop diuretic; establishes 
polyuria through antagonizing 
the medullary concentrating 
gradient. May act as a pulmonary 
vasodilator

Target 400 ml/h maximum 
urine output
Plasma electrolytes measured 
every 6 h

Aminophylline Fixed 
infusion 
10 mg/h

At this low dose aminophylline is 
associated with natriuresis, 
possibly via antagonism of 
adenosine

Combined furosemide and 
aminophylline is common in 
Australasian and European 
practice with relatively few 
published data

(continued)
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Agent Dose Rationale Comments
Acetazolamide Bolus 

500 mg 12 
hourly if 
pH >7

A carbonic anhydrase inhibitor 
acting principally at the proximal 
convoluted tubule 45 promoting 
natriuresis in association with 
bicarbonaturia, antagonizing the 
development of alkalosis

Acetazolamide is unlikely to 
have an effect if the urine is 
already maximally 
alkalinized (pH 8.0–8.5)

Spironolactone 100 mg NG 
12 hourly

A prodrug yielding canrenoic 
acid as a metabolite acts as an 
aldosterone antagonist. Acting 
via the distal convoluted tubule 
to ensure potassium retention, 
bicarbonaturia, and associated 
natriuresis

Canrenoic acid may be 
administered parenterally but 
is not licensed or 
manufactured in the UK. The 
pyrazine derivative amiloride 
may also be a suitable 
alternative

Adapted from [13] with permission

Table 13.2 (continued)

13.8  The Four Phases of Fluid Therapy: The ROSE Concept

The ROSE concept of fluid therapy consists of a resuscitation phase, to save lives 
with a focus on patient rescue; an optimization phase, to avoid fluid overload and 
focus on organ rescue (maintenance); a stabilization phase, conservative fluid man-
agement and focus on organ support (homeostasis); and an evacuation phase with a 
focus on organ recovery and resolution of fluid overload. Figure 13.1 summarizes 
the different phases during fluid management [14].

13.9  The Four Hits of Shock

 1. First hit—in the initial insult, which can be sepsis (but also burns, pancreatitis, 
or trauma), the patient will enter the “ebb” phase of shock.

 2. The second hit—occurs within hours and refers to ischemia and reperfusion. 
Fluid accumulation reflects the severity of illness (and might be considered a 
“biomarker” for it). The greater the fluid requirement, the sicker the patient and 
the more likely the organ failure (e.g., acute kidney injury [AKI]) may occur.

 3. Third hit—global increased permeability syndrome, a state of ongoing positive 
cumulative fluid balance and new-onset organ failure. After the second hit, the 
patient can either recover, entering the “flow” phase with spontaneous evacua-
tion of the excess fluids that have been administered previously, or, as is the case 
in many ICU patients, remain in a “no-flow” state followed by a third hit usually 
resulting from global increased permeability syndrome with ongoing fluid accu-
mulation due to capillary leak [14].

 4. The fourth hit—usually occurs secondary to overaggressive fluid removal. This 
induces hypovolemia, which may trigger hemodynamic deterioration and hypo-
perfusion. On the other hand, fluid overload can account for this, causing organ 
failure, deterioration, and death at the extreme.

J. N. Wilkinson et al.
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13.10  Important Definitions

13.10.1  Fluid Balance

This is the input versus output with a resultant overall state within a 24-h period, 
classically described as negative, neutral, or positive. Daily fluid balance does not 
usually include insensible losses unless the patient is being cared for in an ICU bed 
that can weigh the patient.

13.10.2  Cumulative Fluid Balance

This is the sum of fluid accumulated over a set period of time, assessed by 
calculating the sum of daily fluid balances over that period. The cumulative fluid 
balance during the first week of the ICU stay is considered to be a prognostic 
marker [15].

Optimization phase with
focus on organ rescue
(maintenance) and
avoiding fluid overload
(fluid creep). Aiming for
neutral fluid balance.

Life saving Resuscitation phase
with focus on patient resuce and
early adequate fluid
management (EAFM), eg
30ml/kg/1hr according to SSCG
or a fluid challenge/bolus of
4ml/kg given in 5-10 minutes

V
ol

um
e 

S
ta

tu
s

Minutes

1st HIT
Initial insult

2nd HIT
Ischemia

Reperfusion

3rd HIT
Global

Increased
Permeability
Syndrome

4th HIT
Risk of

hypoperfusion

Hours Days Weeks Time
SAVE

Evacuation phase with focus
on organ recovery and resol-
ving fluid overload (in case of
no flow state) with active late
goal directed fluid removal
(LGFR) and negative FB.

Stabilization phase with focus on
organ support (homeostasis).
Late conservative fluid
management (LCFM) is defined
as two consecutive negative FB
within 1st week. 

FLOW PHASE

ESS PHASE

R

O S

E

E
A

FM

LCFM

LG
FR

Fig. 13.1 The four hits of shock. Graph showing the four-hit model of shock with evolution of 
patients’ cumulative fluid volume status over time during the five distinct phases of resuscitation: 
resuscitation (R), optimization (O), stabilization (S), and evacuation (E) (ROSE), followed by a 
possible risk of hypoperfusion in case of too aggressive de-resuscitation. On admission patients are 
hypovolemic, followed by normovolemia after fluid resuscitation (EAFM, early adequate fluid 
management), and possible fluid overload, again followed by a phase going to normovolemia with 
late conservative fluid management (LCFM) and late goal-directed fluid removal (LGFR) or de- 
resuscitation. In case of hypovolemia, O2 cannot get into the tissue because of convective prob-
lems; in case of hypervolemia, O2 cannot get into the tissue because of diffusion problems related 
to interstitial and pulmonary edema and gut edema (ileus and abdominal hypertension) (adapted 
from [14, 20] under the terms of the Open Access CC by License 4.0)
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13.10.3  Fluid Loss and Gain

Fluid loss is defined as a negative fluid balance, regardless of intravascular status, 
and fluid gain is the opposite.

13.10.4  Dehydration (Fluid Underload)

This is excessive loss of body water and has a wide range of etiologies, including 
gastrointestinal loss of fluid (vomiting or diarrhea), heat exposure, prolonged vigor-
ous exercise, kidney disease, and medication (e.g., diuretics). Dehydration is classi-
fied as mild (5–7.5%), moderate (7.5–10%), or severe (>10%). Percentage fluid 
loss = cumulative balance (l) divided by baseline body weight × 100.

13.10.5  Overhydration (Fluid Overload or Fluid Accumulation)

Percentage fluid accumulation = cumulative fluid balance (l) divided by baseline 
body weight × 100. Overhydration or fluid overload at any stage is the opposite of 
dehydration and is defined by a cutoff value of 10% of fluid accumulation. Fluid 
overload is universally associated with worse ICU outcomes. Fluid administration 
potentially induces a vicious cycle, where interstitial edema induces organ dysfunc-
tion that contributes to fluid accumulation (Fig. 13.2).

13.10.6  Hypovolemia

Hypovolemia is the term used to describe a patient with insufficient intravascular 
volume (Table 13.3). It does not refer to total body fluid, but rather to the intravas-
cular compartment. Total body fluid comprises approximately 60% of the body 

Hypo-
volemic
shock

Fluid
resuscitation

Venous
hypertension

Oliguria

Mesenteric vein
compression

IAH

Visceral
swelling

Intestinal
edema

Fig. 13.2 The vicious 
cycle of septic shock 
resuscitation. IAH 
intra-abdominal 
hypertension (adapted 
from [21] with permission)
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weight for men and 50% for women. Blood volume can be estimated according to 
Gilcher’s rule of fives at 70 ml/kg for men and 65 ml/kg for women. Blood loss is 
frequently followed by recruitment of interstitial fluid from compartments distant to 
the central compartment. Vasoconstriction of the splanchnic mesenteric vasculature 
is one of the first physiologic responses.

Sodium and water retention results from activation of the renin-angiotensin- 
aldosterone system (RAAS), which replenishes the interstitial reserves and main-
tains transcapillary perfusion. As a result, the body may lose up to 30% of blood 
volume before hypovolemia becomes clinically apparent. Therefore, undiagnosed 
hypovolemia may be present long before clinical signs and symptoms occur. 
Hypovolemia can also occur in edematous patients, where total body water is 
increased but intravascular volume is reduced (e.g., patients with eclampsia).

Finally, some patients are fluid responsive, but not necessarily hypovolemic. 
Even the most basic of paradigms, such as the description of early sepsis and dis-
tributive shock as a hypovolemic state needing aggressive fluid resuscitation, have 
recently been called into question, with data suggesting improved outcomes with 
less or even no administered intravenous fluid. There has been a greater focus on the 
health and function of the microcirculation and the endothelial glycocalyx, with 
potential new treatment paradigms calling for less fluid, and earlier vasopressor use 
has become the focus. These elements make an accurate assessment of fluid status 
in the critically ill a challenging task.

13.10.7  Hypervolemia

Hypervolemia is the opposite of hypovolemia and is defined by intravascular 
overfilling.

This can be monitored in different ways: the absence of fluid responsiveness, 
increased barometric or volumetric preload indicators, and ultrasound findings.

13.10.8  Fluid Bolus

A fluid bolus is the rapid infusion of fluid over a short period of time. In clinical 
practice, a fluid bolus is usually given to correct hypovolemia, hypotension, inade-
quate blood flow or impaired microcirculatory perfusion. A fluid bolus typically 
includes the infusion of 4–6 ml/kg given over a maximum of 20 min.

13.10.9  Fluid Challenge

A fluid challenge is a dynamic functional test to assess a patient’s fluid responsive-
ness by giving a fluid bolus of at least 4 ml/kg over 5–10 min and simultaneously 
monitoring the hemodynamic status to be able to identify fluid responsive patients. 
Recently, it has been shown that in clinical practice there is marked variability in 
how fluid challenge tests are performed and what clinicians’ beliefs are regarding 
the predicted physiologic effects of administering a fluid bolus.
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13.10.10  Fluid Responsiveness

Fluid responsiveness indicates a condition in which a patient will respond to fluid 
administration by a significant increase in stroke volume and/or cardiac output or 
their surrogates. A threshold of 15% is most often used for this definition. 
Physiologically, fluid responsiveness means that cardiac output depends on cardiac 
preload; that is, the slope of the Frank-Starling relationship is steep.

Many studies have shown that fluid responsiveness, which is a normal physio-
logic condition, exists in only half of ICU patients receiving a fluid challenge. Fluid 
responsiveness does not mean that the patient needs fluids.

13.10.11  Prediction of Fluid Responsiveness

This is a process that consists of predicting—before fluid administration—whether 
or not fluid administration will increase cardiac output. It avoids unnecessary fluid 
administration and contributes to reducing the cumulative fluid balance. It may also 
guide fluid removal, making sure that it will not result in hemodynamic 
impairment.

Prediction of fluid responsiveness cannot be achieved with static markers of 
cardiac preload, such as the CVP, the pulmonary artery occlusion pressure (PAOP) 
and its echocardiographic estimates, or the left ventricular end-diastolic 
dimensions. It is based on a dynamic assessment of the cardiac output/preload 
relationship. The classic fluid challenge shows whether a patient is fluid 
responsive, but is inherently associated with fluid boluses administered to patients 
that are not fluid responsive.

Respiratory variations in stroke volume and its surrogates (arterial pulse pres-
sure, aortic blood flow, maximal velocity in the left ventricular outflow tract, ampli-
tude of the plethysmographic signal) in patients under mechanical ventilation are 
more reliable predictors of fluid responsiveness but are not reliable in some condi-
tions, including the presence of spontaneous breathing activity, cardiac arrhythmias, 
ventilation at low tidal volume, and low lung compliance.

Respiratory variation in the diameter of the inferior and superior vena cavae 
shares the same limitations, except for cardiac arrhythmias. Passive leg raising (see 
below) and the end-expiratory occlusion test are reliable in these circumstances.

The threshold to define fluid responsiveness depends on the change in cardiac 
preload induced by the test (e.g., 15% for the fluid challenge, 10% for the passive 
leg raising test, 5% for the end-expiratory occlusion test).

13.11  Noninvasive Tests of Fluid Responsiveness

13.11.1  Passive Leg Raising Test

The passive leg raising test is aimed at evidencing fluid responsiveness (Fig. 13.3).
It consists of moving a patient from the semi-recumbent position to a position 

where the legs are lifted at 45° and the trunk is horizontal. The transfer of venous 
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blood from the inferior limbs and the splanchnic compartment toward the cardiac 
cavities mimics the increase in cardiac preload induced by fluid infusion. In general, 
the threshold to define fluid responsiveness with the passive leg raising test is a 10% 
increase in stroke volume and/or cardiac output [16].

13.11.2  End-Expiratory Occlusion Test

This is a test of fluid responsiveness that consists of stopping mechanical ventilation 
at end expiration for 15 s and measuring the resultant change in cardiac output. The 
test increases cardiac preload by stopping the cyclic impediment of venous return 
that occurs at each insufflation of the ventilator.

An increase in the cardiac output above the threshold of 5% indicates preload/fluid 
responsiveness. When the test is performed with echocardiography, it is better to add the 
effects of an end-inspiratory occlusion, because the diagnostic threshold of changes in 
stroke volume is more compatible with the precision of echocardiography.

13.12  Classification of Fluid Dynamics

13.12.1  Ebb Phase

This refers to the initial phase of (septic) shock when the patient shows hyperdy-
namic circulatory shock with decreased systemic vascular resistance due to vasodi-
lation, increased capillary permeability, and severe absolute or relative intravascular 
hypovolemia. Fluid management can be extremely challenging during the ebb phase 
and if done poorly can result in excessive morbidity for the patient [14].

45° 45°
2

1

Starting position = HOB 45° Passive leg raising via
Trendelenburg position HOB 45°

Fig. 13.3 Trolley-assisted passive leg raise test. In order to perform a correct passive leg raise test, 
one should not touch the patient in order to avoid sympathetic activation. The passive leg raise is 
performed by turning the bed from the starting position (head of bed [HOB] elevation 30–45°) to 
the Trendelenburg position. The passive leg raise test results in an autotransfusion effect via the 
increased venous return from the legs (1) and the splanchnic mesenteric pool (2). Monitoring of 
stroke volume is required as a positive passive leg raise test is defined by an increase in stroke 
volume of at least 10% (adapted from [22] with permission)
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13.12.2  Flow Phase

This refers to the phase of septic shock after initial stabilization where the patient 
will mobilize excess fluid spontaneously. A classic example is when a patient enters 
a polyuric phase when recovering from sepsis-induced AKI. In contrast to the “ebb” 
phase, the “flow” phase refers to the time period after the acute circulatory shock 
has been resolved. In this post-shock phase, metabolic turnover is increased, the 
innate immune system is activated, and a hepatic acute-phase response is induced. 
This hypercatabolic metabolic state is characterized by an increase in oxygen con-
sumption and energy expenditure [14].

13.13  Ongoing Fluid Management

13.13.1  Late Conservative Fluid Management

This is the phase geared to avoid fluid overload. Recent studies show that two 
consecutive days of negative fluid balance within the first week of the ICU stay is 
a strong and independent predictor of survival. Late conservative fluid manage-
ment must be adapted according to the variable clinical course of septic shock 
during the first days of ICU treatment; for example, patients with persistent sys-
temic inflammation maintain transcapillary albumin leakage and do not reach the 
flow phase (see further) mounting up positive fluid balances [14].

13.13.2  Late Goal-Directed Fluid Removal

Late goal-directed fluid removal describes situations where more aggressive and 
active fluid removal employing diuretics or renal replacement therapy (RRT) with 
net ultrafiltration is needed, with or without combination with hypertonic solutions, 
to mobilize the excess interstitial edema [14]. This is also referred to as de- 
resuscitation, a term that was coined for the first time in 2014 [5].

13.14  Fluid Overload

13.14.1  Intra-abdominal Hypertension

Peripheral and generalized edema is not only of cosmetic concern, as believed 
by some, but harmful to the patient as a whole because it can cause organ 
edema and dysfunction. One potential detrimental effect is abdominal hyper-
tension (defined as a sustained increase in intra-abdominal pressure > 
12 mmHg). Figure 13.4 details all the potential harmful consequences of fluid 
overload on different end- organ systems, with consequential effects on patient 
morbidity and mortality.
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13.14.2  Global Increased Permeability Syndrome

Some patients will not transgress to the “flow” phase spontaneously and will remain 
in a persistent state of global increased permeability syndrome and ongoing fluid 
accumulation. This is also referred to as “the third hit of shock.”

13.15  Intravenous Fluid Bundles: The Northampton Example

Previous retrospective reviews of prescriptions within one of the author’s hospitals 
identified poor control of the process. There were elements of intravenous fluid 
prescribing practice that were placing patients at risk. For example, only 16% had 
the correct volumes prescribed for maintenance fluids, many were receiving 

Central nervous system

Cardiovascular

RenalAbdominal WallGastrointestinal/visceral

Hepatic

Fluid
Overload

Respiratory
Cerebral edema, impaired
cognition, delirium
ICP↑ CPP↓ IOP↑
ICH, ICS, OCS

Renal interstitial edema
Renal venous pressure↑
Renal blood flow↓
Interstitial pressure↑
Salt + water retention↑
Uremia↑ GFR↓ RVR↑
Renal CS

Ascites formation↑ Gut edema↑
Malabsorption↑ Ileus↑
Bowel contractility↓
IAP↑ and APP (=MAP-IAP)↓
Success enteral feeding↓
Intestinal permeability↑
Bacterial translocation↑
Splanchnic microcirculatory flow↓
ICG-PDR↓, pHi↓

Hepatic congestion↑
Impaired synthetic function
Cholestatis↑
Cytochrome P450 activity↓
Hepatic compartment syndrome

Tissue edema↑
Poor wound
healing↑
Wound infection↑
Pressure ulcers↑
Abdominal
compliance↓

Myocardial edema↑
Conduction disturbance
Impaired contractility
Diastolic dysfunction
CVP↑ and PAOP↑
Venous return↓
SV↓ and CO↓
Myocardial depression
Pericardial effusion↑
GEF↓ GEDVI↑ CARS↑

Pulmonary edema↑
Pleural effusion↑
Altered pulmonary and
chest wall elastance (cfr IAP↑)
PaO2↓ PaCO2↑ PaO2/FiO2↓
Extravascular lung water�
Lung volumes↓ (cfr IAP↑)
Prolonged ventilation↑ 
Difficult weaning↑
Work of breathing↑

Fig. 13.4 Potential adverse consequences of fluid overload on end-organ function. APP abdomi-
nal perfusion pressure, IAP intra-abdominal pressure, IAH intra-abdominal hypertension, ACS 
abdominal compartment syndrome, CARS cardio-abdominal-renal syndrome, CO cardiac output, 
CPP cerebral perfusion pressure, CS compartment syndrome, CVP central venous pressure, 
GEDVI global end-diastolic volume index, GEF global ejection fraction, GFR glomerular filtration 
rate, ICG-PDR indocyanine green plasma disappearance rate, ICH intracranial hypertension, ICP 
intracranial pressure, ICS intracranial compartment syndrome, IOP intraocular pressure, MAP 
mean arterial pressure, OCS ocular compartment syndrome, PAOP pulmonary artery occlusion 
pressure, pHi gastric tonometry, RVR renal vascular resistance, SV stroke volume (adapted from 
[14, 17] with permission)
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excessive amounts of sodium within their intravenous fluid prescriptions yet mini-
mal potassium, and only 25% contained the correct amount of glucose.

As a result, a new intravenous fluid bundle and guideline were produced [17]. 
This led to significant improvements in the measured outcomes and balancing mea-
sures. After the bundle introduction, all patients had a documented review of both 
fluid status and balance. The incidence of deranged electrolyte values decreased 
from 48% to 35%; the incidence of AKI decreased from 14% to 10%; and the aver-
age number of days between the last electrolyte measurements and a fluid prescrip-
tion decreased from 2.2 days to 1.0 day.

13.15.1  Education Is Key

Continuous education programs, targeting key users in hospitals, are paramount to 
ensure that safe intravenous fluid prescription is propagated within day-to-day prac-
tice. Intended changes must be simple, sustainable, and understandable so that the 
inertia of good care does not grind to a halt. This can involve identification of an 
overall lead clinician, supported by a senior nurse, who will oversee proceedings 
and be available for advice/troubleshooting.

13.16  Busting the Myths!

13.16.1  Chasing the Wrong Target: Optimal Perfusion Does Not 
Require Excessive Volume

A common misconception is that providing more intravascular volume via the pro-
vision of intravenous fluids is relatively harmless. Organ perfusion (blood flow) is 
dependent on the pressure gradient from the arterial to the venous side of the organ. 
Arterial flow is constant over a wide range of blood pressures due to autoregulation. 
Therefore, organ blood flow is dependent on venous pressures. Hypervolemia 
increases venous pressures and reduces organ blood flow, as it increases down-
stream pressure, effectively clogging up the system. It has been well demonstrated 
that AKI is often a direct result of fluid overload.

13.16.2  Urine Output: Not the Golden Bullet!

Another misconception is that “what goes out must be chased.” We often look at 
urine output as a marker of fluid requirement; however, unwell patients, who have 
suffered trauma or have undergone surgery, often have a reduced urine output due 
to increased sodium retention (and thus water) by the kidneys. Over time, patients 
can be seen to develop edema, hypokalemia and hypernatremia. If normal saline has 
been given as a resuscitation fluid or maintenance fluid, the potential situation of 
hyperchloremic acidosis can ensue, on top of these other electrolyte imbalances. 
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Surprisingly, normal saline containing no potassium will result in a higher increase 
in potassium levels in patients with renal impairment compared to a balanced solu-
tion (lactated Ringer’s) containing 5 mmol/l of potassium. This is due to concomi-
tant metabolic acidosis due to a decreased strong ion difference (SID) [18].

13.16.3  Sepsis and Septic Shock

Less than 50% of hemodynamically unstable patients are “fluid responders,” and it 
is unproven in humans that fluid boluses in septic shock improve cardiac output, 
organ perfusion, or relevant patient outcomes. Eighty-five percent of an infused 
bolus of crystalloid goes to the interstitial space after 4 h in health and 95% of an 
infused bolus of crystalloid goes to the interstitial space in sepsis in under 90 min.

Evidence is mounting against excessive fluid resuscitation in this group. Patients 
are in a state of distributive shock whereby excessive intravenous fluid simply pools 
within an ineffective body compartment (certainly not the intravascular compart-
ment). The key here is to provide earlier vasopressor support within a critical care 
environment. This is the paradigm of the “less is more” approach. Hence, the safety 
mechanism provides advice of cessation of giving any resuscitation volume over 
and above 2000 ml in ward-based areas.

We also consider the recommended Surviving Sepsis Campaign dosage of 
30 ml/kg resuscitation fluid to be excessive. The predominant expert opinion is that 
it may apply to those who are profoundly shocked with sepsis/systemic 
inflammatory response syndrome (SIRS) but should always be paralleled with sen-
sible invasive or more advanced monitoring within a critical care environment [19].

13.17  Conclusion

Intravenous fluids are one of the most commonly prescribed drugs worldwide and 
should be considered with the same level of respect within prescription safety. Good 
education, regular audit, and a solid leadership within fluid stewardships will help 
to minimize any morbidity and mortality related to malprescription of these drugs.
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14Update on Right Ventricular 
Hemodynamic, Echocardiographic 
and Extra-Cardiac Ultrasound 
Monitoring

E. J. Couture and A. Y. Denault

14.1  Introduction

In the past 30 years, the importance of right ventricular (RV) function has been 
increasingly recognized and studied [1]. RV dysfunction has been associated with 
increased morbidity and mortality in patients suffering from heart failure [2], infil-
trative cardiomyopathy [3] and myocardial infarction [4]. The incidence of RV dys-
function after cardiopulmonary bypass (CPB) is 10.9–14.5% in patients with 
preoperative pulmonary hypertension and is associated with a high mortality rate of 
22–88% [5–9]. RV dysfunction has been shown to predict increased postoperative 
inotrope needs, prolonged mechanical ventilation, prolonged hospital and intensive 
care unit (ICU) lengths of stay, and increased mortality [5–9]. RV function can be 
impaired by multiple mechanisms. Acute or acute-on-chronic pressure overload 
from pulmonary hypertension is an important etiologic factor. RV dysfunction can 
be precipitated by precapillary sources, such as pulmonary thromboembolism, and 
postcapillary injury in situations of left heart valvular disease or left ventricular 
(LV) dysfunction. It can also result from capillary alterations in conditions creating 
hypoxemia, hypercapnia, acidosis or mechanical compression from elevated 
positive- pressure mechanical ventilation.

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37323-8_14&domain=pdf
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14.2  Definition of RV Dysfunction and RV Failure

RV dysfunction is generally accepted as a term that encompasses abnormal RV 
function assessed by echocardiographic or hemodynamic evaluation, regardless of 
any repercussion on organs. Acute RV failure is generally defined as a state of rap-
idly progressive systemic congestion from impaired RV filling or RV forward flow 
[10]. The International Right Heart Failure Foundation Scientific Working Group 
has defined right heart failure as a clinical syndrome that can be due to an alteration 
of structure and/or function of the right heart circulatory system that leads to subop-
timal delivery of blood flow (high or low) to the pulmonary circulation and/or ele-
vated central venous pressures (CVP)—at rest or with exercise [11]. The definition 
used by the 6th World Symposium on Pulmonary Hypertension to orient medical 
management, extracorporeal life support and lung transplantation in patients with 
right-sided heart failure due to pulmonary hypertension includes a gradation with its 
severe form characterized by secondary dysfunction of other organs, such as liver, 
kidneys and gut [12]. The Interagency Registry for Mechanically Assisted 
Circulatory Support (INTERMACS) defines RV failure as an elevated CVP 
>16 mmHg and manifestation of elevated CVP including end-organ dysfunction. 
The definition includes a four-grade classification according to severity (mild, mod-
erate, severe and severe-acute) depending on the duration of inotropic support or the 
need for RV assist device implantation [13].

14.3  Hemodynamic Parameters

RV failure is the leading cause of death in pulmonary hypertension. The pulmonary 
artery catheter (PAC) has traditionally been considered the gold standard for pulmo-
nary hypertension and RV function assessment [14]. In addition to the data com-
monly obtained from the PAC, including CVP, pulmonary artery pressure (PAP), 
pulmonary artery occlusion pressure (PAOP) and cardiac index (CI), other param-
eters may be of clinical utility, such as continuous RV pressure monitoring with its 
waveform analysis, RV function index (RVFI), mean arterial pressure-to-mean pul-
monary arterial pressure ratio (MAP/MPAP), RV stroke work index (RVSWI), and 
pulmonary artery pulsatility index (PAPi) (Table 14.1).

Continuous monitoring of the RV pressure waveform can be done with any PAC 
equipped with either a RV pacing port or an infusion port [15]. Evaluation of the 
diastolic component of the RV waveform helps to evaluate adaptation of the right 
ventricle to the situation of increased PAP (Fig.  14.1). The normal RV diastolic 
waveform is horizontal with a proto- to end-diastolic gradient typically ≤4 mmHg. 
This horizontal diastolic waveform is due to the normal RV compliance, which is 
much higher than for the left ventricle [6, 16].

When RV dysfunction appears, the diastolic component of the waveform will 
progressively become up-sloping until it looks like a square root (Fig. 14.2a, f, k). 
Further deterioration of RV function will be associated with equalization of the 
diastolic RV pressure to diastolic PAP. In severe RV systolic dysfunction, RV pulsus 
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tardus and reduction in RV pulse pressure will be observed. In addition, RV outflow 
tract obstruction can be rapidly diagnosed using RV pressure waveform monitoring 
[17]. Such obstruction of the RV outflow tract represents a contraindication to the 
use of inotropes and can often appear after their use [15]. Changes in RV failure will 
also correlate with changes in CVP waveform. Initially gradual reduction of the X 

Table 14.1 Right ventricular (RV) function parameters

Index Description Findings and rationale
Relative 
pulmonary 
pressure

MAP/MPAP –  Normal ≥4 [20]
–  Independent of preload [20]
Correlates with:
–  Hemodynamic complications after cardiac 

surgery [20]
–  Echocardiographic evaluation of IVS curvature 

[19]
–  Adverse outcome after liver transplantation 

[21]
–  Survival after heart transplantation [22]

Right ventricular 
function index 
(RVFI)

sPAP/CI –  Independent risk factor of mortality in critical 
care patients with pulmonary hypertension if 
>35 [23]

–  Increased PAP coupled with reduced RV 
systolic function is associated with poor 
prognosis in heart failure [2]

Right ventricular 
stroke work index 
(RVSWI)

(MPAP − CVP) 
× SVI × 0.0136

–  Low RVSWI (<250–300 mmHg/ml/m2) 
associated with an increased risk of need for 
RVAD after implantation of a LVAD [24, 50]

Pulmonary arterial 
pulsatility index 
(PAPi)

(sPAP − dPAP)/CVP –  Post-chest closure values associated with 
severe RV failure defined by the need for a RV 
mechanical support device, inotropic, and/or 
inhaled pulmonary vasodilator requirements for 
>14 days [27]

–  <1.85 provided 94% sensitivity and 81% 
specificity for identifying RV failure, 
prolonged inotrope use, or RVAD need after 
LVAD implantation [30]

Right-to-left filling 
pressure ratio

CVP/PAOP –  Normal ratio is approximately 0.5, higher 
values related to RV dysfunction [31, 32]

–  Ratio >0.63 before LVAD implantation is 
associated with subsequent RVAD implantation 
for RV failure [7]

Right ventricular 
length-force index

TAPSE/sPAP –  <0.36 mm/mmHg associated with unfavorable 
outcomes in heart failure with both reduced 
and preserved ejection fraction [33]

–  Not affected by the severity of LV dysfunction

CI cardiac index, CVP central venous pressure, dPAP diastolic pulmonary arterial pressure, IVS 
interventricular septal, LVAD left ventricular assist device, MAP mean systemic arterial pressure, 
MPAP mean pulmonary arterial pressure, PAP pulmonary artery pressure, PAOP pulmonary artery 
occlusion pressure, RVAD RV assist device, sPAP systolic pulmonary arterial pressure, SVI stroke 
volume index calculated as (CI  ×  1000)/(heart rate), TAPSE tricuspid annular plane systolic 
excursion
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descent with increase in the V wave and the Y descent will be observed [1] 
(Fig. 14.2b, g, l). The V wave on the CVP was recently identified as the best predic-
tor of portal venous pulsatility in cardiac surgical patients, which is typically associ-
ated with RV dysfunction (see later) [18].

The relative pulmonary pressure defined as the MAP/MPAP ratio is used to 
describe the severity of pulmonary hypertension in cardiac surgery. By comparing 
the pulmonary and systemic arterial pressures, it is possible to evaluate the systemic 
hemodynamic repercussions, the interventricular shift [19] and the degree of func-
tional heart reserve in the face of pulmonary hypertension. In fact, this ratio is sig-
nificantly lower in patients who encounter hemodynamic complications after 
cardiac surgery [20]. In a predefined subgroup of patients with pulmonary hyperten-
sion, this ratio is independent of the loading conditions, by contrast with MAP and 
MPAP, which decrease with reduction of preload [20]. Thus, the MAP/MPAP ratio 
reveals its importance in situations of rapid variation of loading conditions, such as 
induction prior to tracheal intubation [20]. Also, the MAP/MPAP ratio correlates 
with the interventricular septal curvature evaluated by transthoracic echocardiogra-
phy [19], adverse outcome after liver transplantation [21], and survival after heart 
transplantation [22].

The RVFI is defined as the systolic PAP-to-CI ratio. An increase in this invasive 
load-adaptability index is an independent risk factor for mortality in critical care 
patients with pulmonary hypertension [23]. In fact, high systolic PAP due to 

a

b

Fig. 14.1 Pulmonary hypertension associated with (a) a normal right ventricular pressure wave-
form (Prv) and normal cerebral near-infrared spectroscopy (cNIRS) value. (b) Abnormal Prv wave-
form with an oblique diastolic slope and reduced cNIRS, indicating abnormal right 
ventricular- arterial coupling and cerebral hypoperfusion or venous congestions. Ppa pulmonary 
artery pressure (reproduced from [15] with permission)
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increased pulmonary vascular resistance (PVR) and low CI due to an overt compen-
satory mechanism of RV adaptability to increase afterload conditions are both epi-
phenomena of RV failure that can increase the RVFI. Use of the RVFI helps to better 
evaluate the impact of elevated PAP in patients with preserved RV function and 
response to medical afterload reduction. In such situations, patients with pulmonary 
hypertension might respond well with a decrease in PAP due to a decrease in PVR 
but the reduction in PAP may also reflect progressive RV failure. In this context, 
very high systolic PAP in the presence of normal CI could present a better prognosis 
than marginally high systolic PAP in the presence of low CI [2]. Nevertheless, if 
PVR is low, such as in isolated postcapillary pulmonary hypertension, and RV out-
put is low, the RVFI might not reflect the severity of the situation.

The RVSWI represents the work that the right ventricle must do to move the 
ejection volume through the pulmonary circulation. It is calculated from the pres-
sure difference between the MPAP and the CVP and the stroke volume index (SVI):

 
SVI

CI

Heart rate
=

×1000
 

 
RVSWI MPAP CVP SVI= −( )× ×0 0136.  

High RVSWI values therefore represent increased myocardial work. A decrease 
in these values over time may be due to an improvement in pulmonary hemodynam-
ics or progressive RV failure, making its interpretation difficult. High RVSWI val-
ues have been associated with increased mortality after lung transplantation, while 
values <250–300  mmHg/ml/m2 have been associated with an increased risk for 
needing a RV assist device after implantation of a LV assist device [24].

The PAPi corresponds to the difference between the systolic PAP and the dia-
stolic PAP or pulse pressure divided by CVP. It links the pressure generated by the 
right ventricle and its filling pressure [25, 26]:

 
PAPi

Systolic PAP diastolic PAP

CVP
=

−
 

PAPi takes into consideration the preload, by using CVP as the denominator, 
against a given afterload, by using the pulmonary artery pulse pressure as the 
numerator [27, 28]. By using these right heart parameters, characterization of RV 
contractility is less influenced by disturbances in LV function [26]. The PAPi also 
has the advantage of being based on values measured continuously in the ICU in 
patients with a PAC, which enables RV function to be evaluated at short intervals 
relating to therapeutic interventions. Initially described as a marker of RV failure 
after acute myocardial infarction [29], the PAPi was strongly correlated with RV 
function evaluated by echocardiography in patients with inferior myocardial infarc-
tion [25]. In these patients, a PAPi <0.9 yielded 100% sensitivity and 98.3% speci-
ficity to predict mortality or the need for a RV assist device [25]. Other authors have 
recently reported an independent association between low PAPi and urgent need for 
a RV assist device [26], prolonged inotropes (>14 days) [30], or severe RV failure 
after LV assist device implantation [27].
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The ratio between the right and the left ventricular filling pressures can also be 
used to follow RV function. A disproportionate right atrial pressure elevation rela-
tive to PAOP is a marker of RV dysfunction. As the normal right-to-left filling pres-
sure ratio should be around 0.5, a ratio >0.63 has been associated with severe RV 
failure leading to the need for a RV assist device after LV assist device implantation 
[7, 31, 32].

The length-force relationship of the right ventricle incorporates hemodynamic 
monitoring and echocardiographic monitoring. It corresponds to the ratio of the 
tricuspid annular plane systolic excursion (TAPSE) on systolic PAP. Despite the 
caveats of TAPSE, it has been shown to be a prognostic factor (<0.36 mm/mmHg) 
in patients with heart failure with both reduced and preserved ejection fraction as it 
decreases in non-survivors. Importantly, this ratio is not affected by the severity of 
LV dysfunction [33].

14.4  Echocardiographic Parameters: 2D, Doppler, Strain, 3D

Long-axis systolic excursion of the lateral aspect of the tricuspid annulus represents 
an easily recognizable longitudinal movement on echocardiography and may be 
used as an indicator of RV systolic function. Typically measured in M-mode and 
corrected for angulation of interrogation, TAPSE is defined as the total excursion of 
the tricuspid annulus from end diastole to end systole. Normal TAPSE is 20–25 mm 
with <17 mm suggestive of RV dysfunction and <15 mm being considered signifi-
cantly depressed [34]. The angle of excursion is toward the cardiac apex, and is 
slightly greater than normal mitral annular plane excursion [16]. The tricuspid 
annulus tilts toward the apex, whereas the mitral annulus moves more symmetri-
cally toward the apex, somewhat like a piston, emphasizing the importance of mea-
suring motion at the lateral annulus. Depressed TAPSE measurements suggest 
depressed RV systolic function from a variety of causes. TAPSE has been correlated 
to the RV ejection fraction (RVEF). However, it is important to note that TAPSE is 
angle and load dependent. Also, it reflects only the longitudinal displacement of a 
single segment of the complex three-dimensional (3D) RV structure.

Volumetric evaluation can be estimated using RV fractional area change (RVFAC) 
defined as (end-diastolic area − end-systolic area)/end-diastolic area  ×  100. 
Diagnosis of RV dysfunction is made by an RVFAC <35% and its severity can be 
described as mild, moderate, or severe for values of 25–35%, 18–25%, and ≤18%, 
respectively. However, 2-dimensional (2D) RVFAC from a mid-esophageal four- 
chamber view using transesophageal echocardiography or from an apical four- 
chamber views using transthoracic echocardiography does not consider the RV 
outflow tract volume that corresponds to approximately 20% of the RV volume.

Global assessment of RV function can be made using the RV myocardial perfor-
mance index (RVMPI) using pulsed wave Doppler or tissue Doppler imaging at the 
lateral tricuspid annulus. It represents an estimate of both RV systolic and diastolic 
function. The RVMPI is based on the relationship between ejection and non- ejection 
work of the heart. The RVMPI is defined as the ratio of isovolumetric time divided 
by ejection time, or [(isovolumetric relaxation time  +  isovolumetric contraction 
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time)/(ejection time)]. Presence of RV dysfunction is characterized by a RVMPI 
>0.43 on pulsed wave Doppler and >0.54 on tissue Doppler imaging [34]. In valvu-
lar cardiac surgery, RVMPI is an independent predictor of difficult weaning from 
CPB, mortality, circulatory failure, duration of hospitalization and ICU stay [35]. 
This parameter is load dependent and unreliable in situations where right atrial pres-
sure is elevated and RR intervals are irregular, such as atrial fibrillation because of 
reduced isovolumetric contraction time.

Other regional assessments of RV function include pulsed Doppler or tissue 
Doppler peak velocity at the tricuspid annulus (S′) and RV acceleration during iso-
volumic contraction. Interrogation of S′ by tissue Doppler imaging <9.5 cm/s is a 
sign of RV dysfunction as it represents the basal lateral wall RV function. RV accel-
eration during isovolumic contraction is also measured by tissue Doppler imaging 
at the lateral tricuspid annulus. RV acceleration during isovolumic contraction is 
defined as the peak isovolumic myocardial velocity divided by time to peak veloc-
ity. This parameter is rate dependent and appears to be less load dependent than the 
RVMPI.  Values <2.2  m/s2 are considered to be related to RV dysfunction. The 
aspect of the pulmonary artery velocity can also be used as an indicator of increased 
RV afterload or impedance particularly with reduced acceleration time or when a 
notched aspect is present [36].

Recently, myocardial strain measured using speckle-tracking echocardiography 
has gained in popularity as a method to quantify myocardial deformation. Strain (ε), 
reported as a percentage, describes the extent of myocardial deformation and can be 
defined as the difference between the initial length (L0) of a myocardial strip and its 
stressed length (L) normalized over the initial length (L0) or as

 
ε = −( )L L L0 0/  

Myocardial strain can be measured using a variety of modalities. Tissue Doppler 
was the first modality used to assess it in the 1990s, but suffers from angle depen-
dence limitations.

Speckle tracking echocardiography is based on spatial displacement and tracking 
of the tissue speckles. Speckles are randomly created by interferences between the 
ultrasound beam and myocardial fibers and the resulting pattern is tracked frame by 
frame using a statistical algorithm to detect the best-matching areas. Changes in the 
speckle pattern are assumed to represent movement of the myocardial fibers. The 
use of speckle-tracking echocardiography to study RV strain is highly feasible and 
uses an absolute normality cutoff value of >20% (or < -20%) for global longitudinal 
strain of the right ventricle [34]. In a recent study of 63 patients with non-ischemic 
cardiomyopathies comparing established echocardiographic parameters for the 
evaluation of RV function (TAPSE, S′, and RVFAC) to those measured using 
speckle-tracking echocardiography, lateral wall RV longitudinal strain was shown 
to be the parameter most closely correlated to RVEF measured by cardiac magnetic 
resonance [37].

Tousignant et al. demonstrated that intraoperative RV global strain measurement 
using transesophageal echocardiography was feasible in the perioperative setting of 
cardiac surgery [38]. Others demonstrated that RV strain worsened after CPB [39] 
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but did not study the clinical significance of that echocardiographic finding. Still in 
the perioperative setting of cardiac surgery, preoperative transthoracic echocardiog-
raphy evaluation of 2D RV longitudinal strain was a better predictor of mortality 
after cardiac surgery than RVFAC alone [40]. That study showed that a RVFAC 
<35% was associated with a greater risk of postoperative mortality, probably 
because it reflects a severe and advanced form of RV dysfunction with both radial 
and longitudinal contraction dysfunction. In patients with preserved RVFAC, RV 
speckle tracking appears to be a sensitive method to identify early RV dysfunction. 
Abnormal RV longitudinal strain was present in 34% of patients with normal 
RVFAC. The risk of mortality with abnormal strain was the same as if the patients 
had RVFAC values <35%. This indicates that RV speckle tracking appears to be a 
sensitive method to identify early RV dysfunction [40].

The use of 3D echocardiography to evaluate RV end-diastolic and end-systolic 
volume allows determination of RVEF. A 3D RVEF <45% is highly suggestive of 
RV dysfunction. End-diastolic volumes >87  ml/m2 for men and >74  ml/m2 for 
women are indicative of RV enlargement. Intraoperative RVEF assessment with 3D 
transesophageal echocardiography seems to be feasible and reproducible in patients 
with normal RV function and in patients with a dilated right ventricle without being 
excessively time consuming [41].

14.5  Extra-Cardiac Echocardiographic Parameters

Echocardiography is crucial to understand the consequences of RV dysfunction. 
Signs of venous system congestion can be seen through evaluation of flow in the 
hepatic, portal, and renal systems. Disturbance in liver function assays, creatinine 
rise, and lactic acidemia are all signs of decreased tissue perfusion pressure that 
originate from venous congestion as a consequence of progression from RV dys-
function to failure. Echocardiography will be useful to search for signs of venous 
congestion before their repercussion in biochemical panels appears.

Examination of flow velocity patterns during phases of the cardiac cycle with 
pulsed wave Doppler can contribute useful information about RV function. Normal 
Doppler hepatic flow is hepatofugal during systole and diastole with systolic pre-
dominance due to downward motion of the tricuspid annulus in ventricular systole 
resulting in a rapid filling of the right atria. When RV dysfunction occurs, decreased 
TAPSE will lead to a velocity reduction of the systolic wave. The systolic-to- 
diastolic ratio will become equal to and subsequently <1. With progression to RV 
failure the systolic Doppler wave will invert and systolic hepatic flow will become 
mainly hepatopetal with a negative systolic-to-diastolic velocity ratio (Fig. 14.2c, h, 
m) [42].

Portal and splenic vein flow can easily be assessed using transthoracic or trans-
esophageal echocardiography, respectively [43]. Assessment of the splenic vein 
could provide similar information as it drains into the portal vein. Due to its isola-
tion from the systemic circulation by the liver sinusoids and splanchnic capillary 
bed, venous flow through the portal system is characterized by low velocities 
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(20 cm/s) and only minimal variations through the cardiac cycle. Appearance of 
portal pulsatility is a sign of posthepatic portal hypertension (Fig. 14.2d, i, n) and 
has been reported as a sign of congestive heart failure severity [44] and in cardiac 
surgical patients it is associated with renal failure, bleeding, reoperation, delirium, 
and duration of stay in the hospital and in the ICU [18, 45, 46]. The pulsatility frac-
tion can be calculated from the ratio of the difference between systolic and diastolic 
velocities over the diastolic velocity. Values >50% can be considered abnormal and 
are called pulsatile portal flow [43]. In severe RV failure, complete absence or rever-
sal of portal flow will be observed [47, 48]. It is important to mention that the portal 
venous system needs to be free from other causes of portal hypertension, such as 
cirrhosis and portal thrombosis, to be a reliable marker of RV dysfunction.

Intrarenal hemodynamics will be affected by RV dysfunction as elevated CVP 
will decrease the arteriovenous perfusion pressure gradient. In normal conditions, 
venous blood flow in the renal veins is continuous during the cardiac cycle. Elevated 
CVP and decreased central venous compliance will increase the transmission of 
systolic and diastolic wave producing a discontinuous biphasic pattern like the 
pulsed wave Doppler pattern seen in the hepatic veins. Progression of RV dysfunc-
tion will transform renal venous flow into a diastolic predominant monophasic dis-
continuous pattern (Fig. 14.2e, j, o).

The clinical implications of abnormal Doppler intrarenal venous velocity pat-
terns are currently being investigated. Recent studies have shown that abnormal 
renal venous flow is a predictor of survival in congestive heart failure [49] and a 
predictor of renal failure after cardiac surgery [45]. Figure 14.2 summarizes respec-
tive flow and pressure patterns for RV pressure, right atrial pressure, hepatic venous 
flow, portal venous flow, and interlobar arterial and venous renal flow in normal 
patients and in patients with mild and severe RV dysfunction.

14.6  Conclusion

Different modalities are available to evaluate and follow RV function in the acute 
care setting. Using combined hemodynamic and echographic modalities is helpful 
to corroborate and strengthen findings in order to rapidly identify RV dysfunction 
and develop a therapeutic strategy.
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15Management of Hypotension: 
Implications for Noncardiac Surgery 
and Intensive Care

E. Schneck, B. Saugel, and M. Sander

15.1  Introduction

A patient’s hemodynamic status is determined—among multiple other factors—by 
the blood flow generated by the heart, the blood pressure, and the peripheral vascu-
lar resistance. In the last decade, the concept of optimizing blood flow was within 
the scope of numerous trials on advanced hemodynamic management; simultane-
ously, evidence for the importance of sufficient blood pressure management was 
found. It became clear that in surgical and critically ill patients, hypotension is com-
mon and associated with adverse outcomes. Despite this knowledge and the evolu-
tion of hemodynamic management, hypotension remains a common and challenging 
problem in perioperative and intensive care medicine. Hypotension is still not uni-
versally defined. Even though it is widely accepted that intraoperative hypotension 
is associated with adverse outcomes, it remains unclear which blood pressure 
threshold should be maintained to decrease secondary organ dysfunction and even-
tually to improve postoperative outcomes. Furthermore, alterations in cardiovascu-
lar dynamics resulting in hypotension and their changes on therapeutic interventions 
differ substantially among patients. While surgical patients under general anesthesia 
mainly suffer from drug-induced vasoplegia, decreased myocardial inotropy, and 
surgery-induced hypovolemia, critically ill patients face a broad spectrum of hemo-
dynamic alterations. Depending on the underlying disease, damage to the endothe-
lium with consecutive loss of intravascular fluids, hemorrhage, cardiac failure, and 
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severe vasoplegia are common causes of hypotension in critically ill patients. 
Nevertheless, similar diagnostic, prophylactic, and therapeutic approaches to the 
management of hypotension are used in perioperative and intensive care medicine. 
Therefore, in this chapter we provide an overview of the assessment and general 
management of hypotension in patients under general anesthesia during noncardiac 
surgery as well as in critically ill patients treated in the intensive care unit (ICU).

15.2  Adverse Effects of Hypotension

15.2.1  Intraoperative Hypotension in Noncardiac Surgery

Intraoperative hypotension is common in noncardiac surgery but varies according to 
the type of surgery, definition, and other patient-related factors. In 2007, Bijker 
et al. addressed this problem and analyzed 140 different definitions of intraoperative 
hypotension from 130 studies, including 15,509 patients having noncardiac surgery 
under general anesthesia [1]. The incidence of intraoperative hypotension varied 
from 5% to 99%, depending on the chosen definition. As a consequence of the vary-
ing but overall high incidence of intraoperative hypotension, two questions arose. 
First, what is the relevance of intraoperative hypotension, and second, which defini-
tion should we use for intraoperative hypotension. To answer the first question, 
several studies investigated the association between intraoperative hypotension and 
adverse postoperative outcomes. In noncardiac surgery patients, intraoperative 
hypotension is associated with cardiovascular complications such as myocardial 
injury after noncardiac surgery, acute kidney injury (AKI), stroke, and even mortal-
ity. The most important studies reporting the association of intraoperative hypoten-
sion and postoperative organ failure are shown in Table 15.1.

There is an association between intraoperative hypotension and myocardial 
injury after noncardiac surgery. Even a short decrease in the mean arterial pressure 
(MAP ≤60 mmHg) seems to be associated with an increased risk for postoperative 
myocardial injury after noncardiac surgery and should therefore be avoided [2, 3]. 
Myocardial injury after noncardiac surgery is defined as an increase in cardiac bio-
markers (often troponin T and I) within the first 30 days after noncardiac surgery, 
independent of the clinical signs of myocardial ischemia or the universal definition 
of myocardial infarction (MI) [4].

There is also an association between intraoperative hypotension and AKI. It is 
widely accepted that postoperative renal failure is associated with intraoperative 
hypotension, but no ultimate threshold has yet been defined [5, 6]. A recent review 
revealed an increased risk for AKI in the case of a MAP ≤65 mmHg [2]. The asso-
ciation with AKI is strongly dependent on the severity of hypotension and its dura-
tion. Even short episodes of intraoperative hypotension (starting from 1 min) are 
already associated with the occurrence of postoperative AKI [2, 3].

There is no definite evidence for an association between intraoperative hypoten-
sion and stroke in noncardiac surgery patients [2]. Patients having cardiac, neuro-, 
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Table 15.1 Some important studies demonstrating adverse outcomes of intraoperative hypoten-
sion in noncardiac surgery

Authors 
(year of 
publication) Study design

Methodological 
approach

Investigated 
outcome 
parameter Increased risk

Wesselink 
et al. (2018) 
[2]

Systematic 
review of 42 
studies

Multivariable logistic 
regression of various 
absolute and relative 
blood pressure 
thresholds

AKI
Myocardial 
injury
Stroke
Mortality

Increased risk of AKI 
and MINS beginning at 
MAP <80 mmHg for at 
least 10 min reaching 
relevance after falling 
below a MAP of 
60 mmHg (even for 
shorter durations)

Salmasi 
et al. (2017) 
[3]

Retrospective 
cohort 
analysis of 
57,315 
patients

Multivariable logistic 
regression of various 
absolute and relative 
blood pressure 
thresholds

Myocardial 
injury
AKI

MAP ≤65 mmHg or 
relative threshold of 
≥20% progressively 
related to MINS and AKI

Van Waes 
et al. (2016) 
[47]

Prospective 
cohort study 
of 890 
patients

Four definitions
  – MAP <60 mmHg
  – MAP <50 mmHg
  –  Decrease of 

≥30% of baseline 
blood pressure

  –  Decrease of 
≥40% of baseline 
blood pressure

Myocardial 
injury

A decrease of ≥40% of 
baseline blood pressure 
with a cumulative 
duration of >30 min was 
associated with 
myocardial injury

Sun et al. 
(2015) [5]

Retrospective 
cohort 
analysis of 
5127 patients

Multivariable logistic 
regression of exposure-
outcome relationship

AKI Progressive increase in 
intraoperative 
hypotension, associated 
with MAP <60 mmHg 
for 11–20 min and MAP 
<55 mmHg for more than 
10 min

Monk et al. 
(2015) [12]

Retrospective 
cohort 
analysis of 
20,523 
patients

Analysis of three 
definitions:
  –  Population- based 

thresholds
  –  Absolute 

thresholds
  –  Relative 

thresholds

30-day 
mortality

Increase in 30-day 
mortality:
  –  Population-based 

threshold: area 
under threshold of 
MAP <49 mmHg 
for more than 
3.9 min

  –  Absolute threshold: 
MAP <49 mmHg 
≥5 min

  –  Relative threshold: 
decrease of MAP 
>50% from 
baseline for 
≥5 min

(continued)
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or carotid surgery are at elevated risk for developing a postoperative stroke and 
show increased mortality rates compared to stroke patients in the general population 
[7]. Although several studies have indicated an association of intraoperative hypo-
tension with an increased incidence of stroke, in a recent case-control study of 
106,337 patients having general surgery (excluding cardiac, neuro-, and carotid sur-
gical patients), the incidence of stroke was not associated with intraoperative hypo-
tension (defined as MAP ≤70 mmHg) [8]. Furthermore, no relationship between the 
occurrence of severe intraoperative hypotension (MAP <60  mmHg) and stroke 
could be identified.

There is no definitive evidence supporting an association of intraoperative hypo-
tension with postoperative cognitive dysfunction (POCD). Due to its association 
with morbidity, mortality and length of hospital stay, POCD is a major healthcare 
problem of mainly elderly patients [9]. In 2015, a prospective observational study 
including 594 patients identified increased blood pressure fluctuations as a risk fac-
tor for the development of POCD [10]. However, in a recent randomized control 
trial, targeted blood pressure management (MAP ≥90% of baseline blood pressure) 
did not reduce the incidence of POCD compared to more liberal blood pressure 
management [11].

There is even an association between severe intraoperative hypotension (MAP 
≤55 mmHg) and postoperative mortality [2, 6, 12]. For example, a decrease of MAP 
≤49 for more than 5 min was associated with a 2.4-fold increase in 30-day mortality 
in noncardiac surgical patients having general surgery (with the exception of carotid 
and neurosurgery) [13].

15.2.2  Hypotension in Critically Ill Patients

Hypotension is a major problem in critically ill patients with circulatory shock. 
With a prevalence of up to 81%, it is a daily challenge for the intensivist [14]. 

Table 15.1 (continued)

Authors 
(year of 
publication) Study design

Methodological 
approach

Investigated 
outcome 
parameter Increased risk

Walsh et al. 
(2013) [6]

Retrospective 
cohort 
analysis of 
33,330 
patients

Multivariable logistic 
regression of exposure-
outcome relationship

AKI
Myocardial 
injury

Even short-lasting 
episodes of intraoperative 
hypotension <55 mmHg 
are associated with an 
increase of AKI and 
myocardial injury

Bijker et al. 
(2012) [48]

Case-control 
study of 
48,241 
patients

Conditional logistic 
regression analysis

Stroke A relative decrease of 
≥30% from baseline 
blood pressure was 
associated with an 
increased risk of 
postoperative stroke

AKI acute kidney injury, MAP mean arterial pressure, MINS myocardial injury after noncardiac 
surgery
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Surprisingly, high-quality prospective studies investigating the consequences of 
hypotension are rare, resulting in a low quality of evidence. The investigation of 
critically ill patients is complicated by the high variety of conditions and underlying 
diseases. Especially in septic patients, profound hypotension is associated with poor 
outcomes. In a large retrospective analysis, time-weighted adjusted MAP 
≤65 mmHg was associated with an increased probability of in-hospital death, AKI 
and myocardial injury [3]. The only available multicenter randomized trial investi-
gating the influence of using different MAP targets on mortality as a primary out-
come did not show a beneficial effect of a MAP target of 80–85 mmHg compared to 
a MAP target of 65–70  mmHg [15]. Although patients in the high-target group 
suffered from a higher number of arrhythmias, if they had a history of arterial hyper-
tension they needed less renal replacement therapy (RRT) [15]. The Surviving 
Sepsis Campaign recommends initially targeting a MAP ≥65  mmHg in patients 
with septic shock requiring vasopressors, but emphasizes that the target should then 
be individualized to the patient’s condition and pertaining circumstances [16]. The 
question of whether to aim for a higher blood pressure target in patients with preex-
isting arterial hypertension remains unanswered.

Even though hypotension in septic shock remains the most investigated condi-
tion in critically ill patients, hypotension has also been identified as a significant 
risk factor for adverse events in other patient cohorts. Already, a decrease in the 
systolic arterial blood pressure ≤110 mmHg was strongly associated with higher 
30-day mortality in patients with penetrating and blunt major trauma [17, 18]. In 
addition to the underlying conditions, treatment procedures (e.g., tracheal intuba-
tion and RRT) and drug adverse effects frequently result in hypotensive episodes 
[14, 19, 20].

15.3  The Challenge of Defining Hypotension

15.3.1  Defining Intraoperative Hypotension in Noncardiac 
Surgery

The precise diagnosis of a pathologic condition is the basis of every therapeutic 
strategy, but in the case of intraoperative hypotension, an ultimate definition is still 
lacking. From a pathophysiological point of view, significant intraoperative hypo-
tension is defined by its complications, although that does not help in determining 
the absolute or relative threshold for the individual patient. In a retrospective study 
that included data from over 33,000 patients, there was an association of intraopera-
tive hypotension with AKI and myocardial injury after noncardiac surgery, even 
when the blood pressure decreased for only a short duration under an absolute MAP 
threshold of 55 mmHg [6]. These findings were supported by another retrospective 
data analysis of 57,315 patients showing an association of a MAP ≤65 mmHg with 
myocardial injury and AKI after noncardiac surgery [3]. In a meta-analysis, a pro-
gressive increase in the risk of postoperative mortality, AKI, and myocardial injury 
with lower intraoperative BP in noncardiac surgical patients was described, starting 
at a MAP ≤80 mmHg for more than 10 min. A MAP decrease ≤60 mmHg was 
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associated with a twofold increase in AKI and myocardial injury after noncardiac 
surgery [2].

Relative thresholds consider conditions such as preexisting arterial hypertension 
and might therefore display a more individual and physiological approach of defin-
ing intraoperative hypotension. Many anesthesiologists refer to the classical teach-
ing opinion that the blood pressure should be kept within 20% of the baseline value. 
A 20% decrease from baseline MAP was progressively associated with postsurgical 
AKI and myocardial injury after noncardiac surgery [3]. In another study, a 2.7-fold 
increase in mortality was described when the blood pressure dropped below 50% of 
baseline for more than 5 min [13]. However, surprisingly, relative thresholds did not 
perform better than absolute blood pressure thresholds in large retrospective data-
base studies analyzing large amounts of data in a population-based approach [2, 3].

Relative thresholds are highly dependent on a thorough assessment of preopera-
tive baseline blood pressure [21]. A recent study demonstrated that the pre- induction 
blood pressure and the mean daytime MAP poorly correlate, and that the pre- 
induction blood pressure should not be used as a surrogate for the patient’s usual 
baseline blood pressure [22]. Furthermore, the same study showed that the lowest 
post-induction and intraoperative blood pressures were lower than the lowest night-
time MAPs in the majority of patients, highlighting the relevance of an adequate 
individual definition of hypotension [22].

In line with those findings, a recent consensus statement from the Perioperative 
Quality Initiative emphasizes that “ambulatory arterial blood pressure measurement 
is the optimal method to establish baseline values” [23]. Single preoperative base-
line blood pressure values may be used for blood pressure targets when they reflect 
the patients’ usual blood pressure [23]. At the same time, however, the authors stress 
the problem of a high discrepancy regarding study designs, blood pressure thresh-
olds, and definitions of adverse outcome events in studies investigating intraopera-
tive blood pressure, resulting in a lack of unique blood pressure variables that can 
be used for risk prediction [23].

15.3.2  Defining Hypotension in the Intensive Care Unit

The broad range of pathophysiologic alterations causing hypotension in critically ill 
patients makes it almost impossible to define thresholds for hypotension in the ICU. 
Hypotension is defined as a decrease in MAP ≤65 mmHg by the Surviving Sepsis 
Campaign. However, in the same context, this guideline also recommends to indi-
vidualize the thresholds of hypotension in order to take preexisting conditions (e.g., 
arterial hypertension) into account [16]. This example is representative of the com-
plexity of defining hypotension, even in this one disease entity.

One reasonable approach might be to detect critical blood pressure thresholds 
that show associations with organ injury. Regarding AKI, evidence hints towards a 
threshold of MAP ranging from 65 to 70 mmHg since these blood pressure levels 
were significantly associated with progression to stage 3 oliguric AKI shortly (less 
than 6 h) after oliguric AKI diagnosis [24]. These findings were supported by the 

E. Schneck et al.



195

FINNAKI study, which found that a MAP <73 mmHg was critical for the develop-
ment of AKI in septic patients [25]. In a retrospective analysis, Maheshwari et al. 
investigated the risks for AKI, myocardial injury and mortality in septic patients 
[26]. In that study, the incidence of these complications was already increasing from 
a MAP <85 mmHg.

Even though myocardial injury is probably highly prevalent, generally the 
assessment of hypotension-induced myocardial injury has to be evaluated with cau-
tion given the heterogeneous sources of elevated cardiac enzymes in critically ill 
patients. Concerning mortality, a time- and depth-dependent correlation of blood 
pressure levels starting with a decrease in MAP to <80 mmHg has been shown in 
patients with distributive shock [27].

Based on the existing evidence, a MAP of at least 65 mmHg should be main-
tained in critically ill patients, but individual blood pressure thresholds must also be 
evaluated carefully.

15.4  Individualization of Blood Pressure Measurement

15.4.1  Individual Blood Pressure Targets

The primary objective of hemodynamic management is to maintain adequate organ 
perfusion and oxygen delivery in order to maintain cellular metabolism. Current 
guidelines recommend an individualized approach to hemodynamic monitoring, but 
also strict avoidance of a relative MAP decrease ≥20% from baseline or an absolute 
MAP decline <60 mmHg for cumulatively more than 30 min [28]. However, it has 
to be considered that the mentioned blood pressure thresholds represent population- 
based data, which have been shown to be associated with adverse outcomes and do 
not reflect individual blood pressure thresholds. Therefore, the current guideline 
underlines the need for individual assessment of the hemodynamic situation, includ-
ing a blood pressure target.

Several individual factors should be considered to define individual blood pres-
sure targets in surgical and critically ill patients. First, the individual thresholds 
for the autoregulation of the kidney, brain and abdominal organs cannot at present 
be investigated and are affected not only by patient condition and hemodynamic 
management but also by surgical intervention. Second, MAP, as the surrogate 
parameter for blood inflow, determines not only adequate organ perfusion but also 
outflow, which can be the central venous or intracranial pressure. Both can be 
affected by the underlying condition, surgical approach, and patient positioning 
(e.g., liver and brain surgery). Finally, it should be taken into account that organ 
perfusion can vary significantly, even in a single patient, without apparent changes 
in the blood pressure. Therefore, individualized blood pressure targets that con-
sider preexisting diseases (e.g., arterial hypertension, severe hemorrhage), surgi-
cal approach (e.g., laparoscopy), and patient positioning (e.g., beach chair) should 
be defined before treatment, targeted throughout the procedure or ICU stay, and 
reevaluated continuously. Furthermore, a valid strategy of hemodynamic 
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monitoring and management is needed for the maintenance of adequate blood 
pressure and flow [29].

15.4.2  Choice of Monitoring

Surgery- and patient-related risk factors dictate the need for continuous or intermit-
tent blood pressure monitoring. While oscillometric measurements lead to blind 
time spots during which blood pressure fluctuation cannot be detected, continuous 
blood pressure monitoring is more elaborate. In general, lower risk patients are 
therefore provided with oscillometric intermittent blood pressure measurement, 
while continuous blood pressure monitoring is reserved for major surgery or high- 
risk patients. The beneficial effects of continuous blood pressure monitoring were 
shown by Meidert et al., who investigated its influence on blood pressure stability in 
160 randomized orthopedic patients with a history of chronic hypertension. They 
showed that continuous blood pressure monitoring led to fewer hypotensive epi-
sodes [30]. Regarding blood pressure stability, another randomized controlled trial 
of 316 moderate- to high-risk patients undergoing general surgery revealed a sig-
nificant reduction in hypotensive episodes by using continuous noninvasive blood 
pressure monitoring [31]. However, these studies did not investigate the effect of 
continuous noninvasive blood pressure monitoring on outcome parameters such as 
AKI or myocardial injury after noncardiac surgery.

Because of increasing knowledge about the consequences of even short-lasting 
phases of intraoperative hypotension, the question has been raised whether low-risk 
patients would also benefit from continuous blood pressure monitoring. Study find-
ings proved a significant reduction in the duration of hypotensive episodes but were 
unable to show a decrease in postoperative complications [31, 32]. In addition, con-
tinuous invasive and noninvasive blood pressure monitoring enables advanced 
hemodynamic monitoring, such as uncalibrated pulse wave analysis for cardiac out-
put measurements and dynamic preload variables. Interestingly, the current guide-
line for the cardiovascular assessment and management of patients undergoing 
noncardiac surgery from the European Society of Anesthesiology gives no recom-
mendation as to when to use invasive blood pressure monitoring. However, it is 
generally accepted to use invasive blood pressure monitoring in patients having 
major surgery or in moderate- to high-risk patients [28]. Since invasive arterial 
access is regularly not justifiable in minor surgery, noninvasive methods can be used 
as an alternative for continuous blood pressure monitoring. Several different devices 
for noninvasive advanced hemodynamic monitoring have been introduced in the last 
few years, but show high variability in accuracy compared to direct arterial monitor-
ing [33]. Furthermore, a benefit from noninvasive, continuous blood pressure moni-
toring in regard to secondary outcome parameters such as AKI, myocardial injury 
after noncardiac surgery, or mortality is still lacking.

Noninvasive hemodynamic monitoring methods may exhibit limited measure-
ment performance in critically ill patients. Therefore, the consensus guideline for 
the hemodynamic monitoring of patients with circulatory shock recommends “that 
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less invasive devices can be used, instead of more invasive devices, only when they 
have been validated in the context of patients with shock,” resulting mostly in the 
use of methods based on thermodilution and pulse contour analysis [34].

15.5  Management of Hypotension

15.5.1  Goal-Directed Therapy of Intraoperative Hypotension

Since blood pressure and blood flow are indivisible parts of hemodynamic physiol-
ogy, modern perioperative hemodynamic management relies not only on blood 
pressure management but also on goal-directed therapy for blood flow (i.e., cardiac 
output) optimization. Based on the existing evidence, the current guideline of the 
European Society of Anesthesiology for the cardiovascular assessment and manage-
ment of patients undergoing noncardiac surgery recommends goal-directed therapy 
in patients with high cardiac and surgical risk [28]. The benefit of individualized 
goal-directed therapy compared to standard blood pressure management on out-
come variables such as AKI, myocardial injury after noncardiac surgery, and mor-
tality in patients undergoing major abdominal surgery was first shown by the 
INPRESS study [35]. To date, the INPRESS study remains the only randomized 
controlled trial to identify a causal relationship between intraoperative hypotension 
and postoperative organ failure. Goal-directed therapy predefines protocolized 
hemodynamic treatment goals targeting normal or supranormal levels of oxygen 
supply and is mainly based on optimization of fluid management and cardiac inot-
ropy. Several different treatment algorithms have been evaluated and shown benefi-
cial effects on patients’ perioperative outcomes after noncardiac surgery. 
Nevertheless, several meta-analyses show conflicting results caused by a high het-
erogeneity in investigated patient cohorts, types of monitoring, targeted hemody-
namic variables, surgical procedures, and overall low risk of bias [36]. In particular, 
the development of hemodynamic goals might have influenced the results of the 
meta-analyses because their targets shifted, for example, from supranormal to nor-
mal cardiac output.

The Optimisation of Cardiovascular Management to Improve Surgical Outcome 
(OPTIMISE) trial investigated the value of individualized cardiac output-guided 
goal-directed therapy in which stroke volume was optimized by fluid challenges and 
a continuous infusion of dopexamine [37]. Surprisingly, this trial did not show a 
decrease in mortality in the goal-directed therapy group and demonstrated unwit-
tingly the limits of individualization. Due to the exploitation of the cardiac preload 
reserve and a fixed infusion of dopexamine, the patients were brought to their indi-
vidual hemodynamic maximum, rather than to an individualized optimization [29]. 
Furthermore, the incidence of intraoperative hypotension still remains high, which 
can be explained by the design of the goal-directed therapy algorithms. Regarding 
the physiologic goal of maintaining organ perfusion, most goal-directed therapy 
protocols concentrate on blood flow (in terms of cardiac output) rather than on 
blood pressure, resulting in a regular occurrence of intraoperative hypotension. 
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Since intraoperative hypotension is significantly associated with adverse postopera-
tive outcomes, this might influence the results of meta-analyses that investigate the 
postoperative outcomes following goal-directed therapy. Finally, the timing of goal- 
directed therapy seems to be crucial for its impact because its positive effect is 
caused by the prevention and not the treatment of postoperative complications [38].

Overall, the majority of meta-analyses support the beneficial effect of goal- 
directed therapy in terms of a decrease in postsurgical complications, but less in 
mortality. In summary, goal-directed therapy represents an effective approach to 
decrease postoperative morbidity. However, goal-directed therapy has to overcome 
the conflict of individualized treatment goals on the one hand and protocolized 
hemodynamic therapy on the other. Therefore, further studies have to identify mul-
timodal treatment algorithms that can reflect the needs of the individual patient.

15.5.2  Goal-Directed Therapy in the Intensive Care Unit

In 2001, River et al. introduced a widely recognized goal-directed therapy protocol 
for the treatment of patients with septic shock [39]. Even though current studies 
doubt the effect of this specific protocol, many other goal-directed therapy algo-
rithms have been introduced since then. Analogous to the evolution of periopera-
tive goal-directed therapy, evidence points to an individualized early goal-directed 
therapy protocol. For example, early treatment algorithms aimed at supranormal 
targets for oxygen delivery with consecutive elevation of cardiac output in criti-
cally ill patients. Because in the early phase septic shock is also associated with 
hyperdynamic hemodynamics, this approach seems questionable. Then again, sep-
tic shock depends crucially on fast, protocolized care that should be initiated as 
early as possible. Therefore, individualized goal-directed therapy protocols have 
been proposed for the treatment of the critically ill patient. By contrast, the recently 
published PRISM meta-analysis showed no beneficial effect of early goal-directed 
therapy compared to standard therapy in septic shock patients, which was mainly 
explained with the results of the Protocolized Care for Early Septic Shock 
(ProCESS), Australasian Resuscitation in Sepsis Evaluation (ARISE), and 
Protocolised Management in Sepsis (ProMISe) trials [40]. These opposing results 
are largely explainable with the advances in the early phase of septic shock therapy 
since the study by Rivers et al. [38]. For example, prior to randomization, study 
patients had already received 2000–2500 ml of fluid, leading to a lower mortality 
also in the standard care group compared to the study by Rivers et al. As a result of 
these findings, the authors postulated that the effect of goal-directed therapy after 
initial resuscitation was limited and should be carefully evaluated [40]. These find-
ings highlight the importance of early initiation of goal-directed therapy in septic 
shock patients.
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Although the majority of goal-directed therapy studies in critically ill patients 
include septic patients, some conclusions can be generalized. Especially in severely 
ill medical patients, early goal-directed therapy protocols may lead to adverse out-
comes caused by conflicting disease conditions (e.g., positive signs of volume 
responsiveness vs. pulmonary edema) that have to be treated using advanced hemo-
dynamic therapy [41]. Therefore, modern hemodynamic management based on 
goal-directed therapy should target the individual needs in terms of peripheral per-
fusion and blood pressure, indicating a careful evaluation of fluid responsiveness, 
general volume status, vasoplegia, and cardiac function.

15.5.3  New Concepts of Goal-Directed Therapy of Intraoperative 
Hypotension

Hemodynamic algorithms based on the dynamic arterial elastance (Eadyn), defined 
as pulse pressure variation divided by stroke volume variation (SVV), are exem-
plary for modern goal-directed therapy approaches. The Eadyn does not represent the 
arterial elastance but rather describes the interaction between pulse pressure and 
stroke volume over a respiratory cycle. Therefore, it can be used to predict if a 
patient will increase his/her blood pressure after administration of a fluid bolus. 
Monge García et al. showed that patients with an Eadyn > 0.89 increased their MAP 
by more than 15% after a fluid challenge [42]. However, it must be emphasized that 
in order to use Eadyn correctly, the patients have to be fluid responsive (SVV >12%). 
Furthermore, it should not be evaluated without taking the patient’s cardiac output 
into account since it has to be considered as a ventriculo- arterial coupling index that 
is influenced by vascular and cardiac factors. Overall, Eadyn can assist in decisions 
regarding whether a patient needs fluids or vasopressors to overcome hypotension.

By quantifying the peak derivative of left ventricular pressure (LV dP/dtmax), 
another innovative target for treating hypotension has been introduced. LV dP/
dtmax can be assessed by arterial pulse wave analysis and offers information about 
cardiac contractility. It has been evaluated thoroughly and has shown good cor-
relation with end-systolic elastance, but it has some limitations [43]. First, it is 
highly dependent on a solid pulse wave signal. Second, since no normal values are 
available as a reference, trend values rather than absolute parameters should be 
used. Finally, it can be affected by other conditions, such as aortic stenosis [44]. 
However, with respect to the known limitations, the combination of Eadyn and LV 
dP/dtmax enables an advanced evaluation of the patient’s hemodynamic situation, 
with only one arterial line. For example, a hypotensive patient showing no 
decrease in LV dP/dtmax over time and only a low Eadyn will most likely need vaso-
pressors. Figure  15.1 shows an example of a goal-directed therapy algorithm 
based on Eadyn and LV dP/dtmax.
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15.6  Current Innovation and Future Directions

Current innovations in hemodynamic monitoring have identified potential fields 
for further development. First, problems in the accuracy of noninvasive monitor-
ing devices have been identified and will be addressed in the future. This may 
lead to monitoring options beyond the operating room and ICU via an automated 
connection to the patient’s smart devices (e.g., mobile phone, tablet, laptop com-
puter) on the general ward or even at home. This may strengthen the field of 
baseline blood pressure quantification for the assessment of preoperative blood 
pressure and influence the development of a relative blood pressure definition of 
hypotension. Second, since it will be hard (maybe even impossible) to realize a 
perfect individualized goal-directed therapy algorithm, multimodal algorithms 
might help to address patients’ individual needs. Third, prediction of hypoten-
sion may offer new opportunities for the reduction of hypotensive episodes. 
Innovative methods such as the hypotension prediction index (HPI) are currently 
being evaluated and show promising results. First described by Hatib et al., the 
HPI was calculated retrospectively from the data of 25,461 episodes of intraop-
erative hypotension in 1334 patients and validated in 204 patients suffering from 
1923 episodes of intraoperative hypotension [45]. HPI enables prediction of 
hypotensive events up to 15 min before their occurrence in patients having surgi-
cal procedures under general anesthesia and was superior to standard hemody-
namic parameters (e.g., MAP or dynamic preload parameters) [46]. Current 

MAP ≤65 mmHg

LV dP/dtmax decreasing

Inotropes Vasopressor 250ml fluid bolus

Eadyn > 1.0

SVV>12%No

No

No

Yes

YesYes

Fig. 15.1 Goal-directed therapy flowchart based on the derivative of left ventricular pressure (LV 
dP/dtmax) and dynamic arterial elastance (Eadyn). MAP mean arterial pressure, SVV stroke volume 
variation

E. Schneck et al.



201

studies have confirmed the predictive value of HPI, and results from the authors’ 
own studies have shown that combined with a treatment protocol, HPI was able 
to reduce the number and duration of intraoperative hypotensive episodes (data 
not yet published).

15.7  Conclusion

Hypotension remains a common problem in the operating room as well as in the 
ICU and is associated with adverse outcomes. The use of different definitions of 
hypotension complicates its diagnosis, but both absolute and relative thresholds can 
be used. Available recommendations emphasize an individual approach of setting 
thresholds for hypotension in each patient. Use of goal-directed therapy can reduce 
adverse outcomes in surgical patients and also in those who are critically ill, if 
started early. Goal-directed treatment protocols should be individualized to each 
patient’s condition and include blood flow and pressure targets.
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16Heterogeneity of Cardiovascular 
Response to Standardized Sepsis 
Resuscitation

F. Guarracino, P. Bertini, and M. R. Pinsky

16.1  Introduction

The Surviving Sepsis Campaign (SSC) guidelines [1] recommend a hemodynamic 
optimization strategy to rapidly counteract the impact of sepsis on blood flow in the 
first few hours after diagnosis. Specifically, the SSC guidelines suggest promptly 
restoring and ameliorating circulatory shock using early and aggressive volume 
expansion with crystalloids (30 ml/kg) to achieve a mean arterial pressure (MAP) of 
at least 65 mmHg. If this initial volume expansion fails to restore MAP, then clini-
cians are allowed to use vasopressor agents and subsequently inotropic support to 
achieve this goal. This standardized and mono-dimensional approach to cardiovas-
cular stabilization flies in the face of numerous clinical observations. For example, 
a large database analysis of patients with septic shock (n  =  3686) consistently 
reported that only two-thirds of patients were volume responders [2]. Patients not 
responding to volume expansion may experience fluid overload, which is in and of 
itself an independent risk factor for prolonged hospitalization, death, and poor out-
come as previously described [3].
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16.2  Physiologic Rationale for Resuscitation

The physiologic rationale for initial volume resuscitation in the septic hypotensive 
patient is not straightforward, although fluid resuscitation is often effective in restor-
ing MAP. The only thing that volume expansion can do is increase circulating blood 
volume and, by inference, mean systemic pressure (Pms), which is the upstream pres-
sure driving venous return. Pms is a function of the relation between stressed blood 
volume and vascular compliance. Total blood volume is distributed across the vascu-
lar space into volume that does not increase Pms, referred to as unstressed volume, 
and volume that does cause Pms to increase. Under normal resting conditions, approx-
imately 60–70% of the total circulating blood volume is unstressed volume with a 
majority of that volume in the splanchnic circulation. Increasing sympathetic tone 
and exercise decrease splanchnic blood flow distributing more of the blood volume 
to vascular spaces with lower unstressed volume, thereby increasing Pms. Furthermore, 
for the associated increase in Pms to increase cardiac output, the right ventricle needs 
to be volume responsive as manifest by an associated increase in the right atrial pres-
sure to Pms gradient, because venous return can only increase if this gradient increases, 
the resistance to venous return decreases, or both occur. Finally, in a fluid-responsive 
septic patient, for MAP to also increase in parallel to the increase in cardiac output, 
the arterial vasomotor tone must be sufficient to realize an associated increase in 
pressure to follow the increase in flow. What is unclear is how these processes play 
out in individual patients presenting with hypotensive sepsis.

Coupled with the effects of sepsis on the systemic circulation is the interaction 
between left ventricular (LV) pump function and its arterial load, referred to as ven-
triculoarterial coupling. Ventriculoarterial coupling is characterized by the relation 
between LV elastance (Ees), the primary parameter defining LV contractility, and 
effective arterial elastance (Ea), a clinical surrogate of LV afterload [4]. The deter-
minants of these LV performance parameters are summarized in Fig. 16.1.

16.3  Clinical Observations

We recently demonstrated in a cohort of 55 septic hypotensive patients that a major-
ity reversed their hypotension in response to volume expansion alone [5]. Since 
septic shock is defined as hypotension not responsive to volume expansion alone, 
most patients in our cohort had sepsis but not septic shock. Analyzing the physio-
logic determinants further, we found that most septic shock patients with hypoten-
sion despite volume expansion, owing to loss of arterial tone (i.e., vasoplegia), also 
displayed significant alterations in ventriculoarterial coupling. The majority of our 
septic shock patients displayed significant ventriculoarterial uncoupling, with Ea 
markedly greater than Ees. Ventriculoarterial uncoupling markedly decreases LV 
ejection efficiency and can independently lead to heart failure [4].

In our recent observational study [5] on the effect of therapies on the determi-
nants of cardiovascular status as recommended by the SSC guidelines, we con-
firmed the efficacy of volume expansion but the results cast light on the lack of 
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knowledge about timing and appropriate sequence of hemodynamic resuscitation 
following volume expansion and vasoactive and inotropic agents. In patients with 
elevated baseline Ea for example, poor hemodynamic performance was seen after 
treatment with norepinephrine with less improvement in MAP or cardiac output [5].

In summary, these findings collectively underscore the heterogeneity of cardio-
vascular responses to a SSC guideline-defined resuscitation protocol in septic 
patients owing to similarly heterogeneous pathophysiologic states.

In most of our patients, volume expansion was able to restore MAP to >65 mmHg 
by also increasing cardiac output, Ees and Pms, leading to improved energy transfer 
measurements, such as LV ejection efficiency, ventriculoarterial coupling, and heart 
efficiency. Interestingly, we documented that volume expansion also increased Ees. 
Ees is considered a load-independent measurement of LV contractility. Our observed 
increase in Ees was probably due to the restoration of coronary perfusion pressure 
demonstrated by MAP increase.

Importantly, we found that individual patient MAP and cardiac output responses 
to volume expansion were variable, but accurately predicted by baseline pulse 
pressure variation (PPV), stroke volume variation (SVV) and their ratio, and 
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Fig. 16.1 A stylized representation of the relation between left ventricular (LV) pressure (Plv) or 
arterial pressure (Pa) and LV pressure-volume relations during a cardiac cycle and arterial elas-
tance (Ea) (red line) along with the associated formulae defining end-systolic elastance (Ees) (blue 
line) and Ea. Stroke work (SW) is the area within the LV pressure-volume loop for one cardiac 
cycle, while the potential energy (PE) is the area sub-served by the Ea and LV end-systolic volume 
(ESV). LV efficiency (LVef) is the ratio of SW to SW + PE (Reproduced from [5] under a Creative 
Commons Attribution 4.0 International License)
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dynamic elastance (Eadyn), suggesting that fluid resuscitation based on these 
dynamic measures may be more efficient by resulting in less fluid being given to 
nonresponders [5]. This is also consistent with prior findings that PPV predicts 
cardiac output responses to volume expansion in septic patients [6] and that Eadyn 
predicted the associated change in MAP in response to changing cardiac output 
[7]. These data also support the clinical relevance of using functional dynamic 
measurements to tailor fluid administration in septic patients as recommended by 
the SSC guidelines [1].

Several studies describe a variable response to norepinephrine in septic shock 
[8]. In our investigation [5], norepinephrine increased Ea and MAP in most patients 
but did not achieve a MAP >65 mmHg in the majority and induced ventriculoarte-
rial uncoupling to levels seen prior to resuscitation; it also decreased LV ejection 
efficiency, which, if sustained, might impair LV performance. These data support 
the recent observation that sustained use of vasopressors for >6 h in septic shock to 
maintain a MAP >75 mmHg is associated with increased mortality [9]. Recently, it 
has been shown in animal studies that norepinephrine can impair LV ejection by 
increasing the magnitude of arterial pressure reflected waves during ejection, which 
also becomes manifest as ventriculoarterial uncoupling without increasing coronary 
perfusion pressure [10]. As was also seen in patients with postoperative vasoplegia 
[11], we observed that only patients with higher Ees and normalized ventriculoarte-
rial coupling increased cardiac output during norepinephrine infusion, presumably 
because they can tolerate the increased afterload [5].

When dobutamine was added to volume expansion and norepinephrine in a few 
patients, it restored normal ventriculoarterial coupling and cardiac output, suggest-
ing that inotropic support may improve contractility in septic patients who may be 
affected by septic cardiomyopathy [12]. These findings have also been reported by 
others [4, 11, 13]. Analyzing these norepinephrine- and dobutamine-dependent sub-
sets in future investigations may improve our understanding of how vasoactive and 
inotropic therapies change hemodynamics [8].

16.4  Clinical Relevance

Potentially, the selection of the most appropriate treatment in septic shock patients 
following initial volume expansion could be ascertained by knowing their Ea, Ees 
and dynamic parameters, such as Eadyn. Similarly, volume expansion should be indi-
vidualized based on dynamic measures of volume responsiveness.

We suggest that a prospective clinical trial could be conducted to address this 
specific approach. The criterion for patient recruitment would be the same as for 
previous investigations, i.e., sepsis with MAP <65 mmHg. Since an initial volume 
expansion step was beneficial in the majority of patients, it would be the initial treat-
ment but given based on the functional dynamic parameters, PPV and SVV.  In 
patients who do not achieve MAP >65 mmHg after volume expansion, Ea would be 
measured. If Ea were <2 mmHg/ml, patients would receive norepinephrine aimed at 
achieving a MAP >65 mmHg. If Ea were ≥2 mmHg/ml, patients would be randomly 
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allocated to either norepinephrine or dobutamine (Fig. 16.2) in order to verify the 
beneficial effect of an early inotropic strategy versus a vasoconstrictive one.

16.5  Conclusion

The determinants of the cardiovascular state collectively called sepsis and septic 
shock are complex and heterogeneous. The response to resuscitation is also hetero-
geneous, and thus treatment needs to be individualized to maximize timeliness of 
appropriate therapies while avoiding volume overload. Prospective clinical trials 
will help illuminate the optimal strategies, but the principle of individualizing treat-
ment is already valid.
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Glycocalyx in Critically Ill Patients
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17.1  Introduction

The endothelial glycocalyx has been a subject of extensive experimental and clini-
cal research during the last two decades in several areas of human medicine. Injury 
to the endothelial glycocalyx plays an important role in the pathophysiology of vari-
ous acute and chronic conditions. Current evidence on the important role of the 
endothelial glycocalyx in human health supports the concept of considering the 
endothelial glycocalyx as a possible therapeutic target in terms of protective modu-
lation of its structure for repair and function restoration as one of the basic condi-
tions for reversal of organ dysfunction or disease. In this chapter, we present an 
overview of current evidence related to the endothelial glycocalyx and management 
of critically ill patients.
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17.2  Critical Conditions Associated with Injury 
to the Endothelial Glycocalyx

The endothelial glycocalyx is a fragile structure because of its sugary nature. Critical 
illness has a significant impact on the endothelial glycocalyx [1]. Damage to the 
endothelial glycocalyx is linked to dysfunction of the microcirculation [2]: increased 
filtration, interstitial edema formation, impaired nitric oxide production, coagulopa-
thy, oxidative stress, and loss of immunity surveillance. Sepsis is tightly linked to 
endothelial glycocalyx damage [3], representing a condition where three factors 
meet (bacterial enzymes, dysregulated host response, and iatrogenic hypervolemia 
and hypernatremia due to the fluid resuscitation). Major trauma and surgery induce 
degradation of the endothelial glycocalyx in several ways. The tissue damage 
releases markers triggering defense mechanisms and activation of immunity, such 
as damage-associated molecular patterns (DAMPs) [4]. These markers can degrade 
the endothelial glycocalyx by enzymatic reaction (mainly matrix metalloprotein-
ases, hyaluronidase, and heparanase). The systemic inflammatory response syn-
drome ensues that further aggravates the endothelial glycocalyx condition. These 
changes establish the condition described as traumatic endotheliopathy [5]. Finally, 
the iatrogenic aspect of endothelial glycocalyx damage takes place as mentioned 
above. Ischemia–reperfusion syndrome brings uneven damage to the tissues due to 
the temporary shortage of nutrients and oxygen supply. The endothelial glycocalyx 
and the microcirculation play a key role in subsequent pathogenesis. 
Ischemia–reperfusion induces damage to the endothelium, separation from the 
basal membrane and oxidative stress. Ischemia–reperfusion syndrome is well 
described as the etiology of endothelial glycocalyx degradation after cardiopulmo-
nary bypass (CPB) [6] as well as in patients after return of spontaneous circulation 
following cardiopulmonary resuscitation (CPR) [7].

17.3  The Rationale for the Concept of Endothelial Glycocalyx 
Protection and Repair in the Critically Ill

The endothelial glycocalyx is of utmost importance for the normal function of the 
microcirculation and its reactivity. The normal function of the endothelial glycoca-
lyx can be maintained only when the balance between disintegration (shedding) and 
synthesis of its components and integration of its soluble plasma particles exists. 
The time needed to restore normal thickness of the endothelial glycocalyx was 
about 20 h in in vitro experiments of enzymatic degradation [8] but up to 7 days 
in vivo [9]. Conditions leading to endothelial glycocalyx shedding possibly play an 
important role in this observation and the presence (or absence) of several growth 
factors (for example fibroblast growth factor) or enzymes (heparan sulfate biosyn-
thetic enzyme) could hasten or delay the complete recovery. However, the repair 
process of the endothelial glycocalyx and its determinants have not been clearly 
identified yet. Therefore, eliminating the cause and preventing further damage is 
still the cornerstone to restoring the endothelial glycocalyx once the shedding 
occurs. Moreover, none of the diagnostic possibilities is fast and routine enough to 
guide therapy. In routine everyday practice, we possibly encounter more patients 
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with intact (or almost intact) endothelial glycocalyx who undergo different proce-
dures and treatments starting with elective surgery and ending with patients recover-
ing from severe conditions. Because several therapeutic measures (fluid therapy) or 
frequent conditions (hypertension, hyperglycemia, hypoperfusion) have the poten-
tial to induce or promote endothelial glycocalyx damage it is critical to decrease 
these influences to the absolute minimum (Fig. 17.1).

17.4  Effect of Common Therapeutic Interventions 
on the Endothelial Glycocalyx

17.4.1  Interventions/Conditions with a Possible Negative Impact

17.4.1.1  Fluid Therapy
Fluid therapy is a natural component of everyday therapy in patients. In critically 
ill patients and during perioperative care the risks of uncontrolled fluid loading 
have been demonstrated [10]. Fluid loading is mostly indicated to avoid hypoper-
fusion—a condition associated with an increase in catecholamine release and 
ischemia–reperfusion (both conditions negatively affecting the endothelial glyco-
calyx). Therefore, adequate fluid loading should lead to glycocalyx protection. 
However, the relationship between the endothelial glycocalyx and fluid therapy is 
not that straightforward. Under physiologic conditions, the endothelial glycocalyx 
plays a pivotal role in maintaining endothelium permeability. A revised Starling 
principle based on a high oncotic endothelial glycocalyx lining with an almost 
protein-pure sub-glycocalyx seems to be the major determinant of the extravascu-
lar fluid shift [11]. If the endothelial glycocalyx is disintegrated for any reason, the 
endothelial permeability for fluids but also oncotic substances (proteins, e.g., albu-
min) increases, leading to interstitial edema and promoting the vicious circle 
(Fig.  17.1). Contrarily, fluid administration itself may lead to damage of the 
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Fig. 17.1 Development of microvascular dysfunction into a vicious cycle and places for therapeu-
tic intervention regarding the endothelial glycocalyx (EG)
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endothelial glycocalyx. Several pathways seem to play a role. Acute hypervolemia 
leading to secretion of atrial natriuretic peptide (ANP) may be one of these—
Chappell et al. demonstrated that ANP may promote endothelial glycocalyx shed-
ding [12]. However, the ANP pathway is possibly not the only pathway—Belavić 
et al. observed a significant increase in endothelial glycocalyx degradation mole-
cules without a concomitant increase in ANP [13]. Our group has observed an 
increase in perfused boundary region as monitored via intravital microscopy after 
fluid administration—a finding corresponding with thinning of the endothelial gly-
cocalyx layer [14]. Interestingly, the effect seems not to be dependent on the reac-
tivity of the systemic circulation (so-called fluid responsiveness) especially in 
septic patients, supporting the macro-microcirculatory incoherence [15]. Because 
the luminal part of the endothelial glycocalyx is less dense (sometimes called the 
endothelial surface layer) [16], acute dilution with crystalloids may change its con-
formation rather than destroy the endothelial glycocalyx layer as a whole. Rapid 
reconstitution of the perfused boundary region (within 60–120  min) may point 
towards this hypothesis (yet untested). The divergent impact of different fluid types 
on the endothelial glycocalyx may support our finding. Albumin, but not artificial 
colloids or crystalloids, maintained the endothelial glycocalyx in electron micro-
scopic visualization [17]. Based on this information it seems that an endothelium 
parallel to the Bellamy “U” curve [18] does exist—limited amounts of fluid lead-
ing to hypoperfusion may derange the endothelial glycocalyx as well as fluid load-
ing and/or hypervolemia (though transient); albumin solutions seem to have less 
impact than other fluids, but this needs to be supported by other evidence.

17.4.1.2  Derangements of Homeostasis
Only limited information exists regarding common derangements of homeostasis 
and their impact on the endothelial glycocalyx. Hypoperfusion leads to both endo-
thelial glycocalyx damage and lactate production [19] but the causal relationship 
between lactic acidosis per se and endothelial glycocalyx shedding has never been 
tested. Hyperchloremic acidosis has been coupled with endothelial dysfunction cor-
responding with endothelial glycocalyx damage [20]. Infusion of hypertonic saline 
led to a transient increase in the perfused boundary region [21]. Because no differ-
ence was observed between groups after osmotherapy using normal (0.9%) and 
hypertonic (3.2%) saline in another animal study [22] (even though the serum chlo-
ride levels did differ significantly), it is questionable to which extent the endothelial 
glycocalyx changes are due to sodium or chloride levels. Effects of respiratory aci-
dosis (for example in lung-protective ventilation and permissive hypercapnia) or 
alkalosis have not been studied so far.

17.4.1.3  Anesthesia and Sedation
Volatile anesthetics (especially sevoflurane) have been studied repeatedly for their 
plausible ischemic preconditioning and protective effect. In several animal studies, 
sevoflurane was associated with endothelial glycocalyx protection based on glycoca-
lyx disruption molecules [23], leukocyte and platelet adhesion [24], and direct visu-
alization of endothelial glycocalyx fluorescence [25]. By contrast, propofol infusion 
(even though at supratherapeutic levels) led to endothelial glycocalyx damage and 
increased permeability in a rat model [26]. However, a recent human study has 
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demonstrated that the endothelial glycocalyx injury induced by lung resection was 
similar in sevoflurane and propofol anesthesia groups [27]. Moreover, our group has 
demonstrated that avoiding general anesthesia per se may improve the endothelial 
glycocalyx conditions in patients undergoing elective big joint arthroplasty [28].

17.4.1.4 Organ Support
Contact of the blood with artificial surfaces precipitates activation of the endothe-
lium and endothelial glycocalyx shedding. Damage to the endothelial glycocalyx 
has been described in dialysis patients [29] although hemodialysis in end-stage kid-
ney disease patients can help to regenerate erythrocyte glycocalyx [30]. In critically 
ill patients, it is hard to assess whether the hemodialysis or the critical condition 
itself is responsible for endothelial glycocalyx damage. Our research group has 
described a significantly increased perfused boundary region in patients admitted to 
the intensive care unit (ICU) requiring renal replacement therapy (RRT) [31]. We 
also described no effect of artificial ventilation on the perfused boundary region. 
Endothelial glycocalyx damage after extracorporeal membrane oxygenation 
(ECMO) has been well documented [32].

17.4.2  Interventions with a Possible Positive/Reparative Effect

17.4.2.1  Nutritional Support
There are already data on the influence of parenteral nutrition on the endothelial 
glycocalyx. Our research group has proved a positive impact of lipid infusion on the 
endothelial glycocalyx (decrease in markers of glycocalyx shedding and nonsignifi-
cant increase in the perfused boundary region) in postsurgical patients [33]. On the 
other hand, parenteral nutrition might produce hyperglycemia if inadequately moni-
tored which has been repeatedly shown to be detrimental for the endothelial glyco-
calyx even in the short term [34].

17.4.2.2  Blood Products and Anticoagulants
Transfusion of whole blood and/or blood products (including fresh frozen plasma) 
seems to either help to restore or protect the endothelial glycocalyx during hemor-
rhage. Torres et  al. demonstrated in a set of animal experiments that allogeneic 
blood products preserve the endothelial glycocalyx better than any other replace-
ment solutions (including artificial colloids and albumin) [35]. Whether this effect 
is induced by some specific molecule (e.g., sphingosine-1-phosphate) [36] or by 
natural composition of plasma remains unclear. Use of solvent-detergent- treated 
frozen plasma was coupled with preserved endothelial glycocalyx, better endothe-
lial function, and better clinical outcomes in the recent VIPER-OCTA trial includ-
ing patients undergoing emergency thoracic aorta repair [37]. Antithrombin III is a 
natural component of the endothelial glycocalyx layer as well as other natural hep-
arin-like components (heparin-sulfate, etc.). Pretreatment with antithrombin III 
reduced syndecan-1 levels in a Wistar rat experiment of endotoxin injury [38] and 
ischemia–reperfusion [39]. Unfractionated heparin was also demonstrated to be 
protective against sepsis-induced endothelial glycocalyx shedding [40]. Finally, a 
Japanese group has recently presented promising results with the use of 
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recombinant thrombomodulin (unpublished data). However, no human studies have 
been reported so far on this topic. Sulodexide is a sulfurated glycosaminoglycan 
used as an antithrombotic and endothelium-protective agent in patients with micro-
vascular endotheliopathies. Its positive effect on endothelial glycocalyx repair has 
recently been demonstrated in patients with diabetes mellitus [41].

17.4.2.3  Corticosteroids
Corticosteroids are extremely potent drugs with multiple immunomodulating prop-
erties. Naturally, their effect on the endothelial glycocalyx has been studied. 
Pretreatment with hydrocortisone prevented endothelial glycocalyx damage in ani-
mal experiments of ischemia–reperfusion [42] and models of cardiac arrest [43]. A 
reduction in metalloproteinase expression and thus its degradative activity on the 
endothelial glycocalyx was observed in another animal sepsis study using dexa-
methasone [44]. Whether (and to which extent) the positive results of human studies 
using corticosteroids in sepsis are partially due to modulation of endothelial glyco-
calyx injury and repair is unknown.

17.4.2.4  Commonly Used Medications

Antidiabetic Drugs
Vascular injury in diabetic patients is one of the conditions promoting end-organ 
injury. Damage to the endothelial glycocalyx has been postulated as one of the driv-
ing mechanisms. Similarly, dysfunction of the endothelial glycocalyx is probably 
the first step of arteriosclerotic plate genesis. Only sparse evidence exists about 
commonly used drugs and even less is known about their use and/or discontinuation 
in the critically ill. Metformin seems to have some endothelial glycocalyx reparative 
potential in addition to its antidiabetic effects [45] in animals; human studies are so 
far lacking.

Statins
The beneficial effect of statins on the endothelial glycocalyx is plausible due to their 
reduction of reactive oxygen species (and oxidized lipopolysaccharides) [46]. 
However, their influence on the endothelial glycocalyx has been neglected so far. 
Only one study observed a positive effect of short-term statin use in patients with 
familial hypercholesterolemia [47].

Low-Molecular-Weight Heparin
Low-molecular-weight heparin is a cornerstone in deep venous thrombosis prophy-
laxis in critically ill patients. It is a potential building block of the endothelial gly-
cocalyx to be used for recovery or to stabilize the structure and prevent further 
glycocalyx shedding [48].

Antimicrobial Therapy
Antimicrobial therapy usually plays a pivotal role in medication in critically ill 
patients. Antibiotics target receptors within the bacterial glycocalyx, which is of 
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similar structure to that of the human glycocalyx. Some antibiotics positively mod-
ulate the endothelial glycocalyx indirectly by inhibition of enzymatic digestion 
[49] or inhibition of neutrophil elastase [50]. The overall impact of antibiotics on 
the human endothelial glycocalyx remains elusive.

17.5  Conclusion

Critically ill patients represent a special population where endothelial glycocalyx 
damage occurs at a very early stage of their acute illness, likely attributed to the 
development of organ dysfunction and increased mortality. Involving the endothe-
lial glycocalyx in the complex of mechanisms responsible for developing organ 
injury and organ dysfunction should become an inseparable part of our clinical 
thinking.

Protecting the endothelial glycocalyx could therefore be another plausible con-
cept for intensive care medicine in the future. Currently, there is no established 
specific intervention to prevent endothelial glycocalyx injury despite the fact that 
several agents have shown promising effects (Table 17.1). The most effective mea-
sure to protect the endothelial glycocalyx from injury in clinical practice seems to 
be to avoid hypervolemia.

Table 17.1 Substances to protect or restore the endothelial glycocalyx

Drug/molecule Patients/model Effect
Albumin Guinea pig heart Decreased fluid extravasation
Low-molecular-weight 
heparin

Rat mesentery Mitigation of glycan shedding

Antithrombin Guinea pig heart Decreased leukocyte adhesion
Hyaluronic acid and 
chondroitin sulfate

Hamster cremaster muscle Reconstitution of the endothelial 
glycocalyx structure

Metformin Mouse model of diabetes 
mellitus

Increased vascular clearance of 
dextran

Hydrocortisone Guinea pig heart Decreased oxidative stress and 
release of histamine

Methylprednisolone Neonates undergoing heart 
surgery

Reduced endothelial glycocalyx 
shedding

Dexamethasone Rat model of LPS sepsis Inhibition of matrix 
metalloproteinase

Sulodexide Patients with type II 
diabetes mellitus

Decreased transcapillary escape rate 
of albumin

Empagliflozin In vitro model of 
endothelial glycocalyx in 
HAAECs

Restoration of endothelial 
glycocalyx after heparanase III 
incubation

Sphingosine-1-phosphate Rat fat-pad endothelial 
cells

Suppression of metalloproteinase 
activity

Thrombomodulin Model of LPS-induced 
sepsis in mice

Attenuated expression of 
interleukin-6

LPS lipopolysaccharide, HAAECs human abdominal aortic endothelial cells

17 Clinical Relevance of the Endothelial Glycocalyx in Critically Ill Patients



220

References

 1. Cerny V, Astapenko D, Brettner F, et  al. Targeting the endothelial glycocalyx in acute 
critical illness as a challenge for clinical and laboratory medicine. Crit Rev Clin Lab Sci. 
2017;54:343–57.

 2. Iba T, Levy JH.  Derangement of the endothelial glycocalyx in sepsis. J Thromb Haemost. 
2019;17:283–94.

 3. Uchimido R, Schmidt EP, Shapiro NI.  The glycocalyx: a novel diagnostic and therapeutic 
target in sepsis. Crit Care. 2019;23:16.

 4. Rahbar E, Cardenas JC, Baimukanova G, et al. Endothelial glycocalyx shedding and vascular 
permeability in severely injured trauma patients. J Transl Med. 2015;13:117.

 5. Johansson PI, Henriksen HH, Stensballe J, et  al. Traumatic endotheliopathy: a prospective 
observational study of 424 severely injured patients. Ann Surg. 2017;265:597–603.

 6. Bruegger D, Brettner F, Rossberg I, et al. Acute degradation of the endothelial glycocalyx in 
infants undergoing cardiac surgical procedures. Ann Thorac Surg. 2015;99:926–31.

 7. Grundmann S, Fink K, Rabadzhieva L, et al. Perturbation of the endothelial glycocalyx in post 
cardiac arrest syndrome. Resuscitation. 2012;83:715–20.

 8. Potter DR, Jiang J, Damiano ER. The recovery time course of the endothelial cell glycocalyx 
in vivo and its implications in vitro. Circ Res. 2009;104:1318–25.

 9. Giantsos-Adams KM, Koo AJA, Song S, et al. Heparan sulfate regrowth profiles under laminar 
shear flow following enzymatic degradation. Cell Mol Bioeng. 2013;6:160–74.

 10. Van Regenmortel N, Verbrugghe W, Roelant E, Van den Wyngaert T, Jorens PG. Maintenance 
fluid therapy and fluid creep impose more significant fluid, sodium, and chloride burdens than 
resuscitation fluids in critically ill patients: a retrospective study in a tertiary mixed ICU popu-
lation. Intensive Care Med. 2018;44:409–17.

 11. Levick JR, Michel CC.  Microvascular fluid exchange and the revised Starling principle. 
Cardiovasc Res. 2010;87:198–210.

 12. Chappell D, Bruegger D, Potzel J, et al. Hypervolemia increases release of atrial natriuretic 
peptide and shedding of the endothelial glycocalyx. Crit Care. 2014;18:538.

 13. Belavić M, Sotošek Tokmadžić V, Fišić E, et al. The effect of various doses of infusion solu-
tions on the endothelial glycocalyx layer in laparoscopic cholecystectomy patients. Minerva 
Anestesiol. 2018;84:1032–43.

 14. Pouska J, Tegl V, Astapenko D, Cerny V, Lehmann C, Benes J. Impact of intravenous fluid 
challenge infusion time on macrocirculation and endothelial glycocalyx in surgical and criti-
cally ill patients. Biomed Res Int. 2018;2018:1–11.

 15. Ince C. Hemodynamic coherence and the rationale for monitoring the microcirculation. Crit 
Care. 2015;19(Suppl 3):S8.

 16. Reitsma S, Slaaf DW, Vink H, van Zandvoort MAMJ, oude Egbrink MGA. The endothelial 
glycocalyx: composition, functions, and visualization. Pflugers Arch. 2007;454:345–59.

 17. Jacob M, Bruegger D, Rehm M, Welsch U, Conzen P, Becker BF. Contrasting effects of col-
loid and crystalloid resuscitation fluids on cardiac vascular permeability. Anesthesiology. 
2006;104:1223–31.

 18. Bellamy M. Wet, dry or something else? Br J Anaesth. 2006;97:755–7.
 19. Annecke T, Fischer J, Hartmann H, et al. Shedding of the coronary endothelial glycocalyx: 

effects of hypoxia/reoxygenation vs ischaemia/reperfusion. Br J Anaesth. 2011;107:679–86.
 20. Lira A, Pinsky MR. Choices in fluid type and volume during resuscitation: impact on patient 

outcomes. Ann Intensive Care. 2014;4:38.
 21. Astapenko D, Dostalova V, Dostalova V, et al. Effect of acute hypernatremia induced by hyper-

tonic saline administration on endothelial glycocalyx in rabbits. Clin Hemorheol Microcirc. 
2019;72(1):107–16.

 22. Dostalova V, Astapenko D, Dostalova V, et  al. The effect of fluid loading and hypertonic 
saline solution on cortical cerebral microcirculation and glycocalyx integrity. J Neurosurg 
Anesthesiol. 2019;31:434–43.

D. Astapenko et al.



221

 23. Annecke T, Chappell D, Chen C, et  al. Sevoflurane preserves the endothelial glycocalyx 
against ischaemia-reperfusion injury. Br J Anaesth. 2010;104:414–21.

 24. Chappell D, Heindl B, Jacob M, et  al. Sevoflurane reduces leukocyte and platelet adhe-
sion after ischemia-reperfusion by protecting the endothelial glycocalyx. Anesthesiology. 
2011;115:483–91.

 25. Kazuma S, Tokinaga Y, Kimizuka M, Azumaguchi R, Hamada K, Yamakage M. Sevoflurane 
promotes regeneration of the endothelial glycocalyx by upregulating sialyltransferase. J Surg 
Res. 2019;241:40–7.

 26. Lin MC, Lin CF, Li CF, Sun DP, Wang LY, Hsing CH. Anesthetic propofol overdose causes 
vascular hyperpermeability by reducing endothelial glycocalyx and ATP production. Int J Mol 
Sci. 2015;16:12092–107.

 27. Kim HJ, Kim E, Baek SH, et al. Sevoflurane did not show better protective effect on endo-
thelial glycocalyx layer compared to propofol during lung resection surgery with one lung 
ventilation. J Thorac Dis. 2018;10:1468–75.

 28. Astapenko D, Pouska J, Benes J, et al. Neuraxial anesthesia is less harmful to the endothe-
lial glycocalyx during elective joint surgery compared to general anesthesia. Clin Hemorheol 
Microcirc. 2018;72:11–21.

 29. Cornelis T, Broers NJH, Titulaer DCLM, et  al. Effects of ultrapure hemodialysis and low 
molecular weight heparin on the endothelial surface layer. Blood Purif. 2014;38:203–10.

 30. Kliche K, Gerth U, Pavenstädt H, Oberleithner H. Recharging red blood cell surface by hemo-
dialysis. Cell Physiol Biochem. 2015;35:1107–15.

 31. Astapenko D, Dostál P, Černá Pařízková R, Roman Š, Černý V. Analysis of the sublingual 
microvascular glycocalyx in critically ill patients – a prospective observational study. Anest 
Intenziv Med. 2019;30:14–21.

 32. Pesonen E, Passov A, Andersson S, et al. Glycocalyx degradation and inflammation in cardiac 
surgery. J Cardiothorac Vasc Anesth. 2019;33:341–5.

 33. Astapenko D, Turek Z, Dostal P, et al. Effect of short-term administration of lipid emulsion on 
endothelial glycocalyx integrity in ICU patients – a microvascular and biochemical pilot study. 
Clin Hemorheol Microcirc. 2019;73:329–39.

 34. Nieuwdorp M, van Haeften TW, Gouverneur MCLG, et  al. Loss of endothelial glycocalyx 
during acute hyperglycemia coincides with endothelial dysfunction and coagulation activation 
in vivo. Diabetes. 2006;55:480–6.

 35. Torres Filho IP, Torres LN, Salgado C, Dubick MA. Plasma syndecan-1 and heparan sulfate 
correlate with microvascular glycocalyx degradation in hemorrhaged rats after different resus-
citation fluids. Am J Physiol Heart Circ Physiol. 2016;310:H1468–78.

 36. Mensah SA, Cheng MJ, Homayoni H, Plouffe BD, Coury AJ, Ebong EE. Regeneration of 
glycocalyx by heparan sulfate and sphingosine 1-phosphate restores inter-endothelial com-
munication. PLoS One. 2017;12:e0186116.

 37. Stensballe J, Ulrich AG, Nilsson JC, et al. Resuscitation of endotheliopathy and bleeding in 
thoracic aortic dissections. Anesth Analg. 2018;127:920–7.

 38. Iba T, Levy JH, Hirota T, et al. Protection of the endothelial glycocalyx by antithrombin in an 
endotoxin-induced rat model of sepsis. Thromb Res. 2018;171:1–6.

 39. Chappell D, Jacob M, Hofmann-Kiefer K, et al. Antithrombin reduces shedding of the endo-
thelial glycocalyx following ischaemia/reperfusion. Cardiovasc Res. 2009;83:388–96.

 40. Yini S, Heng Z, Xin A, Xiaochun M. Effect of unfractionated heparin on endothelial glycoca-
lyx in a septic shock model. Acta Anaesthesiol Scand. 2014;59:160–9.

 41. Broekhuizen LN, Lemkes BA, Mooij HL, et al. Effect of sulodexide on endothelial glyco-
calyx and vascular permeability in patients with type 2 diabetes mellitus. Diabetologia. 
2010;53:2646–55.

 42. Cao RN, Tang L, Xia ZY, Xia R. Endothelial glycocalyx as a potential therapeutic target in 
organ injuries. Chin Med J. 2019;132:963–75.

 43. Zhu J, Li X, Yin J, Hu Y, Gu Y, Pan S. Glycocalyx degradation leads to blood–brain barrier 
dysfunction and brain edema after asphyxia cardiac arrest in rats. J Cereb Blood Flow Metab. 
2018;38:1979–92.

17 Clinical Relevance of the Endothelial Glycocalyx in Critically Ill Patients



222

 44. Cui N, Wang H, Long Y, Su L, Liu D. Dexamethasone suppressed LPS-induced matrix metallo-
proteinase and its effect on endothelial glycocalyx shedding. Mediat Inflamm. 2015;2015:1–8.

 45. Eskens BJ, Zuurbier CJ, van Haare J, Vink H, van Teeffelen JW.  Effects of two weeks of 
metformin treatment on whole-body glycocalyx barrier properties in db/db mice. Cardiovasc 
Diabetol. 2013;12:175.

 46. Vink H, Constantinescu AA, Spaan JA. Oxidized lipoproteins degrade the endothelial surface 
layer: implications for platelet-endothelial cell adhesion. Circulation. 2000;101:1500–2.

 47. Meuwese MC, Mooij HL, Nieuwdorp M, et al. Partial recovery of the endothelial glycocalyx 
upon rosuvastatin therapy in patients with heterozygous familial hypercholesterolemia. J Lipid 
Res. 2009;50:148–53.

 48. Lipowsky HH, Lescanic A.  Inhibition of inflammation induced shedding of the endothelial 
glycocalyx with low molecular weight heparin. Microvasc Res. 2017;112:72–8.

 49. Lipowsky HH, Lescanic A. The effect of doxycycline on shedding of the glycocalyx due to 
reactive oxygen species. Microvasc Res. 2013;90:80–5.

 50. Carden D, Xiao F, Moak C, Willis BH, Robinson-Jackson S, Alexander S. Neutrophil elas-
tase promotes lung microvascular injury and proteolysis of endothelial cadherins. Am J Phys. 
1998;275:H385–92.

D. Astapenko et al.



223© Springer Nature Switzerland AG 2020
J.-L. Vincent (ed.), Annual Update in Intensive Care and Emergency  
Medicine 2020, Annual Update in Intensive Care and Emergency Medicine, 
https://doi.org/10.1007/978-3-030-37323-8_18

S. Akin (*) 
Department of Intensive Care, Haga Teaching Hospital, The Hague, The Netherlands 

Department of Cardiology, Thoraxcenter, Unit of Advanced Heart Failure, Heart 
Transplantation & Mechanical Circulatory Support, Erasmus MC University Medical Centre 
Rotterdam, Rotterdam, The Netherlands
e-mail: s.akin@hagaziekenhuis.nl 

O. I. Soliman 
Department of Cardiology, College of Medicine, Nursing and Health Sciences,  
National University of Ireland Galway, Saolta University Healthcare Group, Galway, Ireland 

C. Ince 
Intensive Care, Erasmus MC University Medical Centre Rotterdam,  
Rotterdam, The Netherlands

18Customized Monitoring 
of the Microcirculation in Patients 
with a Left Ventricular Assist Device

S. Akin, O. I. Soliman, and C. Ince

18.1  Introduction

Heart failure is a global pandemic affecting at least 26 million people worldwide 
and is increasing in prevalence. Despite significant advances in therapy and preven-
tion, mortality and morbidity are still high and quality of life remains poor [1]. 
Alongside, there is increasing demand on heart failure-related healthcare costs from 
the outpatient clinic to intensive care unit (ICU) admissions due to a greater preva-
lence of heart failure in an ageing population.

Heart failure impacts perfusion in all organs and compromises central hemody-
namics and consequently microvascular perfusion. Previous studies on microcircu-
lation imaging have shown that alterations in the microcirculation have important 
prognostic value in patients with advanced heart failure (cardiogenic shock) as well 
as those receiving mechanical circulatory support [2, 3].
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Acute heart failure and acute decompensated chronic heart failure are increas-
ingly treated using long-term mechanical circulatory support devices, viz. left 
ventricular assist devices (LVADs) (Fig.  18.1). Technological advances and 
widespread acceptance of LVADs have improved overall survival and reduced 
morbidity of patients awaiting or deemed ineligible for heart transplantation. 
Postoperative care of LVAD patients is typically associated with increased ICU 
admissions as well as durations of ICU stay. This is due to the characteristically 
high surgical risk of patients undergoing LVAD as well as the high rate of opera-
tive and device-related complications. Anticipation and handling of post-LVAD 
complications require hemodynamic monitoring as well as possibly adjustment 
of pump settings. Furthermore, more and more patients with advanced heart 
failure therapy are eligible for this therapy. Therefore, this new era in advanced 
heart failure treatment brings increasing needs for monitoring of end-organ 
function to optimize pump settings and consequently improve cardiac function 
under mechanical support. Furthermore, there is an unmet need for monitoring 
of patients with advanced heart failure receiving permanent mechanical circula-
tory support to detect end-organ perfusion alterations early and possibly avoid 
rehospitalization. In this chapter, we discuss optimal approaches to microcircu-
latory monitoring from the ICU to the outpatient clinic in patients with an 
LVAD.

1

22

3

Fig. 18.1 A left 
ventricular assist device 
(LVAD) is implanted in the 
chest and pumps blood 
from the left ventricular 
apex of the heart to the 
ascending aorta which 
helps blood flow to the rest 
of the body. A control unit 
and battery pack are worn 
outside the body and are 
connected to the LVAD 
through a port in the skin. 
(1) LVAD (pump), (2) 
batteries, (3) control unit
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18.2  Microcirculatory Monitoring

The principles of microcirculatory monitoring go back to the early recognition of 
the clinical relevance of end-organ perfusion in disease states. Bedside microcircu-
lation observation started gaining importance in the 1990s due to the introduction of 
handheld vital microscopes. Since then, this technology has been in continuous 
development and can be considered as a potential mainstay hemodynamic monitor 
to monitor the microcirculation at the bedside [4].

Orthogonal polarized spectral (OPS) and sidestream dark-field (SDF) video 
microscope imaging devices were introduced for observation of the microcircula-
tion but, due to technical limitations, have remained as research tools. Recently, a 
novel handheld microscope based on incident dark-field illumination (IDF) has 
been introduced for clinical use. The Cytocam-IDF (Fig. 18.2) imaging device con-
sists of a pen-like probe incorporating IDF illumination with a set of high-resolution 
lenses projecting images on to a computer-controlled image sensor synchronized 
with very short pulsed illumination light [5]. This IDF handheld vital microscope 
produces high-resolution images showing approximately 30% more capillaries than 
the previous- generation devices [6]. The hardware of this third-generation device 
meets the requirements for recently developed automated analysis able to produce 
functional microcirculatory parameters needed for quantitative identification of 
microcirculatory alterations in a point-of-care setting required for bedside clinical 
decision-making, and for optimizing therapy by targeting the normalization of 
microcirculatory alterations [7].

Incident dark field

Lens

Green LED

Disposable cap

Microcirculation

Fig. 18.2 The third-generation Cytocam incident dark-field (IDF) imaging device has a wider 
field of illumination, a specially designed magnification lens, and a computer-controlled high- 
resolution image sensor resulting in 30% more capillaries being observed than previous-generation 
handheld vital microscopy devices. LED light-emitting diodes (Adapted from [6] under a Creative 
Commons Attribution 4.0 International License)
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Direct understanding of the functional condition of the microcirculation and 
interventions to improve tissue perfusion and oxygenation may improve clinical 
outcomes of the critically ill patients [8–10]. Direct monitoring of the microcircula-
tion by handheld microscopy may provide a more physiological approach than 
solely monitoring the systemic circulation for clinicians to evaluate the efficacy of 
therapy and help to assess the presence (or absence) of hemodynamic coherence 
between the macrocirculation and microcirculation [9].

The clinical approach in critically ill patients is based on resuscitation pro-
cedures to correct global hemodynamics, involving the systemic circulation 
also referred to as the macrocirculation. For resuscitation to be effective there 
must be a coherent response between the macrocirculation and microcircula-
tion if systemic hemodynamic-driven resuscitation procedures are to be effec-
tive in saving end- organ function by correcting tissue perfusion and oxygenation. 
However, in conditions of inflammation and infection, which often accompany 
states of shock, vascular regulation and compensatory mechanisms needed 
to sustain hemodynamic coherence are lost, and the regional circulation 
and microcirculation remain in shock. These microcirculatory alterations 
can be observed at the bedside using direct visualization of the sublingual 
microcirculation.

In early studies, loss of hemodynamic coherence was shown in different states 
of shock [11, 12]. In patients with mechanical circulatory support, who are miss-
ing pulsatility, it has been shown that recovery from shock can be rapidly detected 
by monitoring the microcirculation [13, 14]. In patients with a continuous-flow 
LVAD, clinical presentation of complications known to influence end-organ 
function (e.g., cardiac tamponade, one of the most life-threatening cardiac condi-
tions) remains a challenge. Although it is highly treatable, it can be fatal if not 
diagnosed timely [10].

Four types of microcirculatory alterations underlying the loss of hemody-
namic coherence have been described [9]. These are type 1, heterogeneous 
microcirculatory flow; type 2, reduced capillary density induced by hemodilution 
and anemia; type 3, microcirculatory flow reduction caused by vasoconstriction 
or tamponade; and type 4, tissue edema. Each of these alterations results in oxy-
gen delivery limitation to the tissue cells in patients with heart failure despite the 
presence of normalized systemic hemodynamic variables. Clinically such 
patients present with reduced oxygen extraction capacity. In patients with a con-
tinuous LVAD, systemic hemodynamic variables, such as blood pressure, are not 
of prime importance because the LVAD circulation lacks pulsatility. In these 
patients, microcirculatory imaging provides a potentially interesting alternative 
to monitor the hemodynamic status of the patient and intervene to optimize 
LVAD performance. Ultimately, microcirculatory imaging in patients with 
LVADs can help maximize the oxygen- carrying capacity of the microcirculation 
to transport oxygen to the tissues and, therefore, help avoid hospitalization of 
heart failure patients with an LVAD.
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18.3  Modern Monitoring of the Macrocirculation in Heart 
Failure

Heart failure is an emerging epidemic associated with significant morbidity and 
mortality, impaired quality of life, and high healthcare costs. Despite major advances 
in pharmacological and device-based therapies, mortality and morbidity remain 
high. Detection and diagnosis of heart failure are based on clinical signs and symp-
toms. In advanced heart failure needing LVAD implantation, these symptoms and 
signs may be lacking. Strategies to diagnose heart failure could be initiated too late 
because of missed signs and symptoms. Therefore telemonitoring of these patients 
could be helpful in and out of the hospital.

Modern implantable monitoring devices with wireless remote monitoring of the 
pulmonary artery pressure (PAP) are available, and in the USA the Cardio 
Microelectromechanical system (CardioMEMS sensor; Abbott, Sylmar, CA, USA) 
has been shown to be safe and clinically effective [15]. There were substantial 
reductions in hospital admissions for acute and chronic heart failure, irrespective of 
LV pump function, because PAP-guided heart failure management facilitated timely 
recognition of incipient decompensated heart failure enabling appropriate modifica-
tion of medical treatment before hospitalization became unavoidable.

European heart failure guidelines are likely to recommend implantation of a 
CardioMEMS sensor in high-risk patients. Information from this device includes 
continuous hemodynamic monitoring and patient self-management based on pres-
sure information. Currently, this pressure-guided heart failure management is the 
only approved (remote) monitoring in heart failure, which will be studied also in 
LVAD patients to improve clinical outcomes. In general, the target for treatment of 
heart failure using these devices is to bring the pulmonary pressures back to normal 
values. Further targets for improving quality of life could be accomplished by man-
agement of volume status by early detection of fluid overload, which could lead to 
optimization of diuretic therapy. Ultimately, avoidance of hospital readmissions in 
patients with heart failure pre-LVAD insertion and after LVAD implantation should 
be realized.

18.4  Monitoring the Microcirculation in Patients with a LVAD

In Europe, almost half the patients die within 90 days after LVAD implantation. 
Early mortality is primarily dominated by multiple organ failure (MOF) followed 
by sepsis. In contrast, sepsis and cerebrovascular accidents are the primary causes 
of death beyond 90 days [16].

From implantation, all patients with an LVAD are susceptible to high-risk com-
plications. In two studies, we showed that sublingual measurements of the microcir-
culation using handheld vital microscopy were useful in the detection of 
difficult-to-diagnose complications [10, 14].
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Based on our large experience in sublingual microcirculatory monitoring in 
patients receiving mechanical circulatory support, we hypothesized that based on 
the detection of the four types of microcirculatory alterations associated with loss of 
hemodynamic coherence, complications during LVAD support could be detected 
very early (Fig. 18.3). This, we expect, will result in early in-hospital investigation 
to exclude life-threatening complications. Identification of the type of microcircula-
tory alteration would allow a differential diagnosis of the underlying cause of car-
diovascular compromise to be made.

Type 1 alterations can typically be observed in patients with infection and/or 
sepsis. The persistence of this type of alteration in the presence of normalized LVAD 
variables could be associated with organ dysfunction and mortality. The heteroge-
neous nature of type 1 microcirculatory alterations has a phenotype in septic patients 
associated with adverse outcome. Studies have shown that type 1 alterations result 
from distributive microcirculatory alterations caused by the action of various 

Hemodynamic Coherence

Type 1: Heterogeneity

Type 3: Constriction/Tamponade

↑R P↑

↑R P↑

Type 4: Edema

Type 2: Hemodilution

Type 1

• Infection
• Inflammation
• Sepsis

• Bleeding/anemia
• Fluid overload

• RHF
• Tamponade
• Pump thrombosis
• PHT
• Pulmonary embolism

• Fluid overload
• Valve dysfunction
• AKI
• MOF
• Device dysfunction

Type 2 Type 3 Type 4

Fig. 18.3 Types of microcirculatory alteration based on principles of loss of hemodynamic coher-
ence. From left to right is the flow from capillaries into venules. Type 1: heterogeneous perfusion 
of the microcirculation as seen in septic patients with obstructed capillaries next to perfused capil-
laries resulting in heterogeneous oxygenation of the tissue cells. Type 2: hemodilution with the 
dilution of microcirculatory blood resulting in the loss of red blood cell (RBC)-filled capillaries 
and increasing diffusion distance between RBCs in the capillaries and the tissue cells. Type 3: 
stasis of microcirculatory RBC flow induced by altered systemic variables (e.g., increased arterial 
vascular resistance (R) and/or increased venous pressures (P) causing tamponade). Type 4: 
alterations involve edema caused by capillary leak syndrome which results in increased diffusion 
distances resulting in a reduced ability of the oxygen to reach the tissue cells. Red: well- oxygenated 
RBC and tissue cells; purple: RBCs with reduced oxygenation; blue: reduced tissue cell oxygen-
ation. RHF right-sided heart failure, PHT pulmonary hypertension, AKI acute kidney injury, MOF 
multiple organ failure (Adapted from [9] under a Creative Commons Attribution 4.0 International 
License)
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cellular insults, including red blood cell (RBC) obstructions caused by endothelial 
cell dysfunction, and/or hemorheological alterations, and/or loss of or abnormal 
vasomotor tone due, for example, to nitrosative and/or oxidative stress [17].

Type 2 alterations, associated with hemodilution, go back to investigations in 
patients on cardiopulmonary bypass (CPB). Microcirculation studies have shown, 
mainly in cardiac surgery patients, that hemodilution, caused by priming solutions, 
cardioplegia, and fluid administration, results in a loss of RBC-filled capillaries. 
This results in an increase in the diffusion distance between the capillaries and the 
tissue cells and a consequent reduction in oxygen extraction capacity of the tissues 
[18]. This dilutional anemia can be considered iatrogenic, a condition which has 
been found to be a risk factor for the development of MOF.

Type 3 loss of coherence has been demonstrated in several general clinical stud-
ies and in a couple of mechanical circulatory support studies where manipulation of 
systemic variables can lead to stasis or tamponade of microcirculatory flow. 
Vasopressor therapy is a standard of care in the treatment of sepsis and shock and is 
used to increase blood pressure, although such a maneuver can be associated with 
adverse outcomes [19]. Several microcirculation studies in patients have shown a 
loss of coherence whereby raised blood pressure due to vasopressor induces a 
decrease in microcirculatory blood flow (e.g., [20]). From a physiological point of 
view, a LVAD pump persists in function despite cardiac tamponade, increased pul-
monary hypertension, severe right-sided heart failure, or, less commonly, pulmo-
nary embolism, until an extreme point of critical venous return has been reached. 
Daily monitoring of the sublingual microcirculation could prevent late detection of 
cardiac tamponade in the early postoperative period by observation of unexplained 
microcirculatory flow stasis [10].

The type 4 microcirculatory alteration is associated with tissue edema caused 
by capillary leak and edema due to endothelial cell damage, loss of glycocalyx 
barriers, and/or compromise of adherens and tight junctions. Tissue hypoxia in 
edema is fueled by increased diffusion distances between the RBC-filled capil-
laries and tissue cells caused by fluid overload, resulting in poor oxygen solubil-
ity and therefore poor oxygen transport to the tissue cells. Because such a 
condition may be associated with systemic indicators of hypovolemia, it may 
invite further administration of fluids, which can cause even more tissue edema, 
right-sided heart failure, and worsening MOF.  One of the potential causes in 
LVAD could be aortic, tricuspid or mitral valve regurgitation, which results in a 
low-flow state of the ineffective pump. This is again externally undetectable at 
the LVAD pump which detects only the flow and the calculated pump parameters, 
which remain normal. In patients where pump dysfunction results in a type 4 
alteration, the origin could be the presence of mechanical failure due to pump 
thrombosis. Detection of hemolysis could be very late compared to the detection 
of type 4 microcirculatory alterations [21].

Using these types of alterations (Fig. 18.3) and categorizing different causes for 
these types of alterations could help in the early clinical diagnosis of cardiovascular 
compromise and could help to customize and intensify LVAD management.
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18.5  Customized Remote Monitoring of the Microcirculation

In this chapter, we have tried to describe microcirculatory monitoring of the 
advanced heart failure patient with an LVAD. We have based our concepts on earlier 
research and the large experience gained in microcirculatory monitoring in heart 
failure patients receiving mechanical circulatory support. This evaluation resulted 
in our hypothesis that the four types of microcirculatory alteration associated with a 
loss of hemodynamic coherence could provide a promising model for monitoring of 
cardiac recovery as well as early identification of potential life-threatening compli-
cations. Based on these four types of microcirculatory alterations, we have created 
a flowchart (Fig. 18.4) for guidance of daily measurements of sublingual microcir-
culation. As a result the patient with an LVAD can benefit from early detection of 
cardiac recovery, which can lead to further tests based on echocardiography and 
right-heart catheterization [22–25] that could lead to optimal treatment.

Identification of the type of alteration would give a corresponding differential 
diagnosis requiring further targeted clinical investigation. Type 1 abnormalities 
could identify the need for anti-inflammatory and antibacterial agents to protect the 
various cellular components of the microcirculation promoting the use of vasoactive 
medication (e.g., vasodilators). A further possible investigation could be performed 
using 18F-fluoro-2-deoxyglucose positron-emission tomography/computed tomog-
raphy (18F-FDG PET/CT) for the diagnosis and management of LVAD-related 
infections [26].

In type 2 alterations, such as occur in hemodilution, loss of coherence can be 
corrected by maintaining an adequate hematocrit with appropriate administration of 
RBCs or diuretic therapy. For further assessment of hemodynamics, echocardiogra-
phy and further laboratory values could be used for the analysis of anemia and 
hemodilution. Bleeding complications are very common. Gastrointestinal bleeding 
especially is a common complication after LVAD implantation, and its risks corre-
late with longer support time [27].

In type 3 alterations, right-sided heart failure, tamponade, and potential pump 
thrombosis have to be excluded as soon as possible. By performing a quick bedside 
echocardiography the need for computed tomography angiography of the thorax 
can be accelerated. Echocardiography can still be very challenging in patients with 
LVAD, which influences the apical windows.

Type 4 alterations correspond in general with fluid overload, which could be 
treated by optimizing heart failure medication, especially using diuretics. However, 
more life-threatening complications and development of MOF should also be rec-
ognized early. In case of severe aortic valve regurgitation, transaortic valve implan-
tation could be considered because aortic regurgitation after LVAD implantation 
decreases the clinical effectiveness of LVAD therapy [28]. If there are no major 
complications after intensive investigation of a type 4 alteration, it may be valuable 
to adjust the LVAD speed settings to see whether there is any benefit for the 
microcirculation.

In the near future, heart failure nurses will be able to evaluate microcirculatory 
information from the patient on a remote heart failure station, which could be 
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directly reviewed by a heart failure cardiologist for treatment options. Telemonitoring 
could transmit images and videos from handheld vital microscopes used by the 
patient with minimal artifacts (Fig. 18.4, left upper picture), allowing visualization 
of the functional condition of not only the right ventricle and the LVAD but also 
internal organs.

18.6  Conclusion

In this chapter, we have discussed microcirculatory monitoring in clinical and 
ambulatory patients with an LVAD. We have briefly discussed current modern inva-
sive monitoring devices, such as the CardioMEMS, and described the concepts 
underlying microcirculatory alterations implemented in short- and long-term moni-
toring of patients with an LVAD.

We have further described the importance of hemodynamic coherence between 
the macro- and microcirculations and the importance of monitoring microcircula-
tory parameters during mechanically generated continuous flow as well as the pos-
sibilities of microcirculatory monitoring for early diagnosis of vital complications 
after implantation of these long-term mechanical circulatory support devices.

With the implantation of an LVAD, survival can be improved. However, months 
to years after implantation, end-organ recovery can still be limited due to new heart 
failure occurring by, for example, right heart failure and deteriorating kidney func-
tion. Microcirculatory monitoring could be used as a tool for identification of end- 
organ recovery and persisting functional recovery.

Based on our considerations, we conclude that there is a promising role for cus-
tomized microcirculatory monitoring of patients with heart failure before and after 
LVAD implantation, because of the possibility of optimizing medical treatment and 
preventing early and late complications after LVAD implant.
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19Monitoring of the Sublingual 
Microcirculation at the Bedside: Yes, It Is 
Possible and Useful

V. Tarazona, A. Harrois, and J. Duranteau

19.1  Introduction

Restoring the microcirculation and tissue oxygenation is the ultimate goal of hemo-
dynamic resuscitation. The purpose of hemodynamic resuscitation should be to pre-
vent tissue hypoperfusion in order to limit organ dysfunction. Unfortunately, the 
achievement of these goals remains a challenge, because we do not yet have effec-
tive monitoring of the microcirculation and tissue oxygenation at the bedside to 
guide hemodynamic resuscitation. Thus, during shock resuscitation, the goal is to 
restore the blood pressure and macrovascular oxygen delivery hoping that this will 
limit tissue hypoxia and organ dysfunction. It is expected that optimization of mac-
rovascular hemodynamic parameters results in an improvement in the microcircula-
tion with restoration of tissue oxygenation. But this hypothesis could be contradicted 
by the fact that alterations in the microcirculation develop during shock. Indeed, 
hemorrhagic shock, reperfusion injuries, sepsis, traumatic injuries and inflamma-
tion are conditions known to induce microcirculatory alterations, such as viscosity 
changes, endothelial dysfunction, glycocalyx or erythrocyte alterations, subse-
quently leading to a loss of the normal physiological relationship between the 
macro- and microcirculations. In these cases, systemic hemodynamic-driven resus-
citation would not be effective in restoring the microcirculation and tissue oxygen-
ation. It is therefore essential to develop microcirculation monitoring tools that 
provide reliable and clinically relevant microvascular parameters at the bedside.

For several years, handheld vital microscopes (orthogonal polarization spec-
tral imaging [OPS] and sidestream dark-field imaging [SDF] devices) have been 
used in clinical research to characterize the sublingual microcirculation [1, 2]. 
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A second consensus on the assessment of the sublingual microcirculation in 
critically ill patients has been recently published with guidelines for practical 
use and interpretation of the sublingual microcirculation [3]. Analysis of the 
sublingual microcirculation has demonstrated that persistent microcirculatory 
alterations in patients with septic shock were associated with mortality and 
organ dysfunction despite optimization of the macrocirculation [4–6]. In addi-
tion, this approach has made it possible to assess the microvascular response to 
fluid resuscitation [7, 8], transfusion [9], vasopressors [10] and specific vasodi-
lators [11, 12].

But, are handheld vital microscopes able to provide us with microcirculatory 
perfusion parameters that can allow us to adapt hemodynamic treatments and 
improve patient prognosis? To achieve this, handheld vital microscopes must pro-
vide clinically relevant parameters, which can be used as markers of severity and 
which can be used to titrate hemodynamic strategy for more individualized treat-
ment. They must also be easy to use and provide readily interpretable data to ensure 
adoption by all medical and paramedical staff.

19.2  Sublingual Microvascular Perfusion Parameters

Sublingual videos allow direct visualization of the flow of red blood cells (RBCs) 
through the capillaries (convective transport of oxygen) and the density of per-
fused capillaries (diffusive transport of oxygen; also referred to as functional cap-
illary density) in the sublingual microvascular network. The emitted light, 
corresponding to the wavelength of hemoglobin absorption, displays each eryth-
rocyte in black on a light background. Image acquisition and analysis have to be 
performed according to international guidelines [3]. The greatest care has to be 
taken to avoid pressure artifacts. Sequence quality has to be systematically evalu-
ated using the “Microcirculation Image Quality Score” described by Massey and 
co-workers [13].

Usually four microcirculatory parameters are analyzed:

 1. The microvascular flow index (MFI), which is a qualitative evaluation of the 
microvascular flow: The image is divided into four quadrants, and the predominant 
type of flow in very small vessels (i.e., diameter less than 20 μm) is assessed in 
each quadrant using an ordinal score (0 = no flow, 1 = intermittent flow, 2 = slug-
gish flow, 3 = normal flow). The overall score, called the microvascular flow index, 
is the sum of each quadrant score divided by the number of quadrants.

 2. The percentage of perfused vessels, which is calculated as follows: 100 × (total 
number of vessels − [no flow + intermittent flow])/total number of vessels.

 3. The perfused vessel density (PVD; which can also be referred to as functional 
capillary density), which is calculated by dividing the area of perfused vessels by 
the total area of interest.

 4. The heterogeneity index, which is calculated as follows: (highest site microvas-
cular flow index − lowest site microvascular flow index) divided by the mean of 
the microvascular flow index of all sublingual sites.
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Microcirculatory images can be analyzed by real-time visual evaluation, off-line 
manual analysis (e.g., grid based or complete screen based), or off-line software- 
aided analysis. It is obvious that off-line analysis is very time consuming and is not 
suitable for clinical intensive care practice. Thus, development of online automatic 
analysis of microcirculatory images would be a decisive step towards the use of 
handheld vital microscopes in critically ill patients.

In addition to qualitative evaluation, quantitative evaluation of microcirculatory 
flow is required for a more precise characterization of the microcirculatory flow 
patterns in the microvascular network. This enables a better assessment of the het-
erogeneity of microvascular flows and analysis of the flow-oxygen delivery rela-
tionship. Currently, quantitative RBC velocity profiles can be analyzed by 
space–time diagrams (Automated Vascular Analysis [AVA] software, MicroVision 
Medical, Amsterdam, The Netherlands) or by averaged perfused speed indicator 
(CytoCamTools software, CytoCam, Braedius Medical, Huizen, The Netherlands).

19.3  Clinical Relevance of Sublingual Microvascular 
Perfusion Parameters

The sublingual surface is an easy-access mucosal surface to visualize the microcir-
culation in the patient, so that handheld vital microscope studies have largely 
focused on this region. However, what is the evidence that events in the sublingual 
microcirculation have a relationship to the microcirculations of other critical organs?

Several studies demonstrated that sublingual microcirculatory changes were cor-
related to gut [14–18] and renal [19, 20] microcirculatory changes. In a large animal 
model of sepsis, the severity and the time course of microcirculatory changes were 
similar in sublingual and intestinal microcirculations [14]. Similar results were 
reported in a sheep model of hemorrhagic shock [17]. de Bruin and co-workers 
reported in patients undergoing elective gastrointestinal surgery that gut serosal 
microvascular imaging with a SDF device was similar to sublingual assessment 
[18]. Recently, Lima and co-workers [20] demonstrated, in a lipopolysaccharide- 
induced shock model, that the sublingual microcirculation could reflect renal micro-
vascular alterations detected by contrast-enhanced ultrasonography during shock 
and fluid resuscitation. Thus, the behavior of the sublingual microcirculation is rep-
resentative of the microcirculation of other organs and especially of vital organs.

Another argument to reinforce the clinical relevance of the sublingual microcir-
culation is the fact that sublingual microcirculatory perfusion parameters are associ-
ated with patient outcome. Indeed, De Backer and co-workers [4] reported that 
sublingual microvascular parameters were stronger predictors of mortality than 
global hemodynamic variables and lactate for both early (<24 h) and late (≥24 h) 
time points. Furthermore, Sakr and co-workers [5] found that survivors were able to 
restore their sublingual microcirculatory perfusion, whereas non-survivors had per-
sistently impaired sublingual microcirculatory perfusion. More recently, Massey 
and co-workers [21], in a prospective, formally designed substudy of participants in 
the Protocolized Care in Early Septic Shock (ProCESS) trial, reported an associa-
tion between sublingual microcirculatory perfusion parameters at 72  h and 
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mortality. In hemorrhagic shock patients, Tachon and co-workers [22] and Hutchings 
et al. [23] reported that sublingual microvascular parameters were associated more 
with increased multiple organ dysfunction syndrome (Sequential Organ Failure 
Assessment [SOFA score]) than were macrovascular parameters.

Recently, in a prospective observational single-center study in a general intensive 
care unit (ICU) population (MicroDAIMON study) who had daily sublingual micro-
circulation assessment from admission to discharge/death, Scorcella and co- workers 
[24] reported that an abnormal microcirculation at baseline (defined as MFI <2.6) 
was an independent predictor for mortality (odds ratio 4.594 [1.340–15.754], 
p  =  0.015). Additional routine daily microcirculatory monitoring did not reveal 
extra prognostic information in this study.

Thus, the association between alterations of sublingual microvascular parame-
ters and patient outcomes during the early phase of shock validates the fact that 
these parameters are clinically relevant for the assessment of patients in shock.

19.4  Titration of Hemodynamic Strategy Using Sublingual 
Microvascular Perfusion Parameters

The interest in assessment of sublingual microvascular perfusion parameters is not 
limited to the analysis of the impact of microvascular alterations on patient out-
come. This assessment also enables analysis of the microvascular response to the 
different hemodynamic strategies used. Sublingual microvascular perfusion param-
eters are dynamic parameters that immediately guide the appropriateness of thera-
peutic interventions. For example, fluid administration is based on the prediction of 
preload responsiveness. Dynamic indices, such as pulse pressure variation, detect 
preload dependence and are used to predict fluid responsiveness. Preload depen-
dence is defined as a state in which increases in right ventricular and/or left ven-
tricular end-diastolic volume result in an increase in stroke volume. Nevertheless, 
while fluid resuscitation guided by dynamic indices leads to optimization of the 
macrocirculation, it remains unclear whether it can also improve the microcircula-
tion. Such improvement is dependent on preservation of the microvascular response. 
Despite an increase in stroke volume, the sublingual microvascular response could 
be negative due to microvascular alterations and cessation of fluid administration 
must be considered [7, 8]. Having preload dependence does not give any indication 
of the state of the microcirculation. The absence of a microvascular response after a 
fluid challenge should lead to consideration of other therapies such as vasopressors, 
transfusion, or specific microvascular vasodilators. The presence of a normal sub-
lingual microcirculation before fluid administration may also question the need for 
fluid administration. More studies are needed to reinforce these statements, but 
while the microcirculation can be preload dependent when the microcirculation is 
normally coupled to the macrocirculation, the microcirculation is independent of 
the macrocirculation when microvascular alterations cause decoupling between the 
micro- and macrocirculations. Recently, in a prospective observational study, we 
reported that the occurrence of preload dependence during major abdominal surgery 
was associated with a decrease in MFI and in PVD (Fig. 19.1) [25]. We observed 
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that fluid administration successfully restored microvascular perfusion. Fluid 
administration may have corrected an absolute hypovolemia due to a loss of blood 
volume or relative hypovolemia due to a decrease in venous tone. This should 
encourage us to correct the preload dependency episodes occurring during surgery 
to avoid occult microvascular hypoperfusion and microvascular alterations.

To reinforce the fact that assessment of the sublingual microcirculation can be a 
valuable tool for optimization of microvascular perfusion and personalization of 
hemodynamic resuscitation, Tanaka and colleagues [9] reported that RBC transfu-
sion improved sublingual microcirculation independently of the macrocirculation 
and of the hemoglobin level in hemorrhagic shock patients. This positive microcir-
culatory response to RBC transfusion was not coupled with baseline hemoglobin 
concentration, the parameter used daily in clinical practice for deciding whether to 
transfuse RBCs. Only baseline microvascular perfusion parameters predicted the 
microcirculatory response to RBC transfusion. Of note, most of the patients stud-
ied had hemoglobin concentrations within the recommended target hemoglobin 
concentrations in hemorrhagic shock (7–9  g/dl). This result suggests that RBC 
transfusion improves microcirculatory perfusion in ways that are not entirely 
explainable by macrocirculatory effects only. This microcirculatory improvement 
could involve microvascular local mechanisms in which the erythrocyte could have 
a central role.

19.5  Sublingual Microvascular Perfusion Parameters 
at the Bedside

Assuming the clinical relevance of sublingual microvascular parameters, assess-
ment of these parameters is only conceivable if handheld vital microscopes are easy 
to use and if analysis of the images can be done in real time at the patient’s bedside. 
Several studies have shown that real-time point-of-care assessment by visual inspec-
tion of microcirculatory properties at the bedside shows good agreement with off- 
line evaluation of the microcirculation.

Real-time point-of-care assessment by visual evaluation of the images provides 
quantitative information on sublingual microvascular perfusion parameters that can 
detect alterations in microvascular flow and capillary density. Although this evalua-
tion is not accompanied by a detailed quantification of this alteration, it can reveal 
microvascular alterations and prevent microvascular hypoperfusion being neglected. 
This approach can be likened to visual evaluation of the left ventricular ejection 
fraction with echocardiography. Indeed, when a rapid diagnosis is necessary, eye-
ball evaluation of left ventricular ejection fraction can readily provide an accurate 
assessment. In addition to the real-time visual evaluation of the images, MFI can be 
calculated in real time.

Ideally, nurses should be able to perform and interpret the videos to provide real 
time monitoring. That is why we tested the feasibility of nurses taking bedside mea-
surements of microcirculatory parameters in real time in intensive care patients 
(MICRONURSE study) [26]. Nurses calculated the MFI score once a 5-s video 
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sequence had been obtained. For assessment of density, the nurse qualitatively eval-
uated the type of density as poor, normal or rich. Videos initially analyzed by the 
nurses were given an alphanumeric code to enable delayed off-line analysis by a 
physician experienced in CytoCam-IDF analysis blinded to all clinical data and 
nurse real-time MFI values. A real-time bedside qualitative evaluation of MFI and 
total vessel density by nurses had good agreement with conventional delayed analy-
sis by the physician and was highly sensitive and specific for detecting impaired 
microvascular flow (MFI <2.5) and low capillary density. These results suggest that 
real-time point-of-care assessment by visual evaluation could become part of the 
usual assessment performed by nurses and could be implemented into hemody-
namic algorithms in future clinical trials and in regular practice. Naumann and co- 
workers [27] described a 5-point ordinal scale (the point-of-care microcirculation 
[POEM] scoring system) of microcirculatory flow and heterogeneity that can be 
used at the point of care. The authors found minimal inter-user variability amongst 
healthcare professionals after just 1 h of training and it corresponded well with tra-
ditional off-line computer-analyzed parameters.

The development of automatic microcirculatory analysis software systems will 
be the next step to achieve high-performance quantitative analysis at the patient’s 
bedside and obtain adherence of this monitoring technique by caregivers. Several 
automatic microcirculatory analysis software systems are being developed. It is also 
important to work on the analysis of sublingual oxygenation by including analysis 
of RBC hemoglobin saturation to have a real idea of the oxygen transport in addi-
tion to microvascular flow. In addition, characterization of RBC velocities must be 
more precise because there is no evidence that the relationship between RBC veloc-
ity and oxygen transport is linear.

19.6  Impact of Sublingual Microcirculation Monitoring 
on Patient Outcome

The fact that the analysis of sublingual microcirculation may have an impact on 
the patient’s outcome remains to be proven. For this purpose, we need clinical 
studies demonstrating that consideration of microvascular sublingual alterations 
and their treatment can prevent organ failure or mortality during shock or prevent 
postoperative complications in high-risk patients. In this context, we have started 
a study to analyze the impact of bedside visual analysis of the sublingual micro-
circulation in ICU patients in shock (MICROEYE study; ClinicalTrials.gov 
Identifier: NCT03406598) with the primary outcome to test the ability of visual 
analysis of the sublingual microcirculation by nurses to predict needs for fluid 
challenge, vasopressors or transfusion in patients with shock. Studies must also be 
carried out to determine whether sublingual microcirculation-targeted resuscita-
tion can improve the management of shock patients. Resuscitation protocols simi-
lar to the one used by Hernandez et  al. [28] (with the capillary refill time, the 
ANDROMEDA-SHOCK Trial) could be tested using sublingual microcirculation 
as a target (Fig. 19.2).
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Monitoring of sublingual microvascular parameters can also add value whenever 
the static and dynamic macrovascular parameters used to assess preload depen-
dence are unusable (arrhythmia, tidal volume values <8 ml/kg ideal body weight, or 
spontaneous breathing).

19.7  Conclusion

Restoring the microcirculation and tissue oxygenation is the ultimate goal of hemo-
dynamic resuscitation. Handheld vital microscopes enable direct visualization of 
the sublingual microcirculation by visualizing RBC flow through the capillaries 
(convective transport of oxygen) and the density of perfused capillaries (diffusive 
transport of oxygen). The association between alterations of sublingual microvascu-
lar parameters and patient outcomes during shock validates the fact that these 
parameters are clinically relevant for the assessment of patients in shock. Assessment 
of sublingual microvascular perfusion parameters at the bedside is only conceivable 
if handheld vital microscopes are easy to use and if the analysis of the images can 
be done in real time at the patient’s bedside. Ideally, nurses should be able to per-
form and interpret the videos. Studies have shown that real-time point-of-care 
assessment by visual inspection of microcirculatory properties at the bedside shows 
good agreement with off-line evaluation of the microcirculation. The development 
of automatic microcirculatory analysis software systems will be the next step to 
obtain high-performance quantitative analysis at the patient’s bedside and for care-
givers to adhere to this monitoring technique. It is also important to work on an 
analysis of sublingual oxygenation by including the analysis of the hemoglobin 
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Fig. 19.2 Possible sublingual microcirculation-targeted resuscitation protocol
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saturation of RBCs. The fact that analysis of the sublingual microcirculation may 
have an impact on patient outcome remains to be proven. For this purpose, we need 
clinical studies demonstrating that the consideration of microvascular sublingual 
alterations and their treatment can prevent organ failure or mortality during shock 
conditions or prevent postoperative complications in high-risk patients. Monitoring 
of sublingual microvascular parameters can also add value as additional parameters 
for the analysis of the preload dependence.
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20Microcirculation in Patients with Sepsis: 
From Physiology to Interventions

B. Cantan and I. Martín-Loeches

20.1  Introduction

There are a multitude of reasons why critically ill patients may have reduced car-
diac output and perfusion of tissues. Patient survival depends on determining the 
cause of disease and treating the pathology, as well as supportive care until restora-
tion of normal physiology. Resuscitation guidelines have long been focused on 
macrohemodynamic variables, such as cardiac output, as well as indirect measures 
of blood flow and tissue perfusion, such as lactate. In recent years, interest has been 
developing in the assessment and management of the microcirculation. The micro-
circulation is the interface between the main oxygen consumers (parenchymal cells 
in the tissues) and the oxygen supplier (the circulatory system). It serves to deliver 
nutrients and remove metabolic products in order to support normal tissue 
function.

For aerobic metabolism to occur there must be a constant delivery of oxygen to 
cells. Gas exchange occurs in the pulmonary vasculature, oxygenated blood is then 
circulated systemically via the cardiovascular system, and oxygen diffuses into cells 
at the level of the microcirculation. It is then used to make cellular adenosine 
5′-triphosphate (ATP) through the process of aerobic respiration, primarily through 
oxidative phosphorylation in the mitochondria.

The microcirculation is a network of small blood vessels (<100 μm diameter), 
which consists of arterioles, capillaries, and venules. It includes endothelial cells, 
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smooth muscle cells (mostly in arterioles), red blood cells (RBCs), leukocytes and 
platelets [1]. The microcirculation is structured such that every cell has at least one 
capillary adjacent to it for the purpose of passive diffusion of oxygen from the vas-
culature into the cell.

The early goals of resuscitation in circulatory shock are to restore global blood 
flow, oxygen delivery, and organ perfusion pressure with the ultimate aim of improv-
ing microcirculatory perfusion and cellular oxygen metabolism. The aim of this 
chapter is to outline the principles of the microcirculation, microcirculatory dys-
function in sepsis, and therapies to improve microcirculatory function and tissue 
perfusion.

20.2  Microcirculatory Dysfunction in Sepsis

Sepsis is characterized by macrocirculatory alterations such as relative hypovole-
mia, a decrease in vascular tone, myocardial depression, and a heterogeneous pat-
tern of blood flow in the microcirculation, as well as the incapacity of cells to extract 
and adequately use oxygen [1].

Sepsis results in derangements in the microcirculation, with these derangements 
being most marked in severely ill patients. Clinical and global hemodynamic param-
eters do not correlate well with microcirculatory perfusion and indeed these micro-
circulatory abnormalities may persist after the correction of systemic hemodynamic 
parameters, such as mean arterial pressure (MAP) [2].

The cardiovascular system circulates blood throughout the body but it is the 
microcirculation in particular that actively and passively regulates the distribution 
of RBCs and plasma throughout individual organs (Fig. 20.1). In animal models of 
sepsis, lipopolysaccharide (LPS)-induced microvascular heterogeneity and 
increased oxygen-diffusion distances affect the distribution of RBCs and oxygen 
flow within the heart, leading to tissue hypoxia [3]. Endothelial malfunction and 
rupture of the glycocalyx can lead to microthrombi, capillary leakage, leukocyte 
rolling, and rouleaux formation [4]. Microcirculatory alterations increase the diffu-
sion distance for oxygen and, due to the heterogeneity of microcirculatory perfusion 
in sepsis, may promote the development of areas of tissue hypoxia in close proxim-
ity to well-oxygenated zones. Improvement of tissue perfusion and oxygenation 
should be considered the ultimate goal of any resuscitative efforts.

20.3  Hemodynamic Reconciliation in Physiology

Septic shock is a subset of sepsis in which oxygen delivery to cells is insufficient to 
maintain cellular activity and support organ function. It is associated with a greater 
risk of mortality than with sepsis alone. It can be clinically identified by a vasopres-
sor requirement to maintain a MAP of ≥65 mmHg and serum lactate level <2 mmol/l 
(18  mg/dl) in the absence of hypovolemia [5]. For resuscitative measures to be 
effective there must be coherence between the macrocirculation and the 
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microcirculation. That is to say, normalization of systemic variables must result in a 
parallel improvement in perfusion of the microcirculation, oxygenation of paren-
chymal cells, and restoration of normal cellular activity. In many shock states, tis-
sues can remain hypoperfused even after MAP has been restored.

The potential pathophysiologic mechanisms behind this hemodynamic incoher-
ence during or following resuscitation include unregulated inflammation, cytokine 
storm, reactive oxygen species, degradation and shedding of the endothelial glyco-
calyx, endothelial dysfunction and increased permeability, and mitochondrial dys-
function [6].

The persistence of microcirculatory hypoperfusion after restoration of systemic 
variables has been shown in numerous studies and is associated with worse out-
comes. Ince suggested four different types of microcirculatory alterations underly-
ing the loss of hemodynamic coherence [7]:

Type 1 (obstructive): heterogeneous microcirculatory flow in which there are 
obstructed capillaries next to capillaries with flowing RBCs. Persistence of this 
type of microcirculatory dysfunction in the presence of normal systemic 

Sepsis

Reduction in
vessel density

Alteration in flow
Heterogeneous
distribution of
perfusion

Intermittently
under-perfused
capillaries in close
proximity to well
perfused
capillaries

Decrease in
capillary density

Increase in
heterogeneity of
vessels 

Fig. 20.1 Microcirculatory derangements in sepsis. Derangements are mainly characterized by a 
reduction in vessel density, alteration in flow, and a heterogeneous distribution of perfusion. 
Sepsis is associated with intermittently under-perfused capillaries in close proximity to well-
perfused capillaries. This causes a decrease in capillary density and increase in heterogeneity of 
vessels
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hemodynamic variables has been associated with adverse outcomes [8]. Increased 
microcirculatory perfusion during resuscitation is associated with reduced organ 
failure in septic patients with comparable global hemodynamics [9].

Type 2 (hemodilution/anemic): reduced capillary density induced by hemodilution 
and anemia, in which dilution of blood causes a loss of RBC-filled capillaries 
and results in increased diffusion distances between oxygen-carrying RBCs and 
tissue cells.

Type 3 (hypoperfused): microcirculatory flow reduction caused by vasoconstriction or 
tamponade in which vasoconstriction of arterial vessels results in microcirculatory 
ischemia or raised venous pressures inducing microcirculatory tamponade.

Type 4 (distributive): tissue edema caused by capillary leak, which results in 
increased diffusion distances between the RBCs and tissue cells.

The second consensus on the assessment of the sublingual microcirculation was 
published in 2018 [10]. It introduced a classification system in order to better char-
acterize microcirculatory alterations other than solely those associated with sepsis. 
The types of alterations include:

• Type 1: complete stagnated capillaries (circulatory arrest, excessive use of 
vasopressors)

• Type 2: reduction in the number of flowing capillaries (hemodilution)
• Type 3: stopped-flow vessels are seen next to vessels with flowing cells (sepsis, 

hemorrhage, and hemodilution)
• Type 4: hyperdynamic flow within capillaries (hemodilution, sepsis)

20.4  The Role of the Endothelium and Coagulation

The normal microcirculation maintains a network of perfused capillaries by auto-
regulation, which is a regulatory mechanism allowing microcirculatory flow to 
remain independent of changes in systemic blood pressure (Fig. 20.2). The main 
component of this autoregulated system is the endothelial cell [1].

The endothelial glycocalyx is a negatively charged, carbohydrate-rich layer, 
which lines the luminal surface of the vascular endothelium [11]. It consists of pro-
teoglycans, glycoproteins bound with sialic acid, glycosaminoglycans (GAGs), and 
associated plasma proteins. Proteins such as albumin, fibrinogen, fibronectin, 
thrombomodulin, antithrombin III, superoxide dismutase, and cell-adhesion mole-
cules all interact with GAGs [12].

The endothelial glycocalyx controls capillary permeability and acts as a barrier 
[13]. Its negative charge prevents negatively charged proteins such as albumin from 
passing into the extravascular space, which in turn prevents fluid from passing into 
the extravascular space. It serves as a barrier to adhesion of leukocytes to the endo-
thelium and indeed shedding of the glycocalyx during activation of endothelial cells 
may be an essential part of the inflammatory response [14]. It may also serve as a 
mechanosensor and mediate the release of nitric oxide in response to shear stress 

B. Cantan and I. Martín-Loeches



249

[15]. The permeability of the vascular endothelium is of critical importance in the 
regulation of fluid homeostasis between the intravascular space and the interstitium 
and in the regulation of physiological functions of organs [16].

During sepsis, the glycocalyx is degraded by enzymes such as metalloprotein-
ases, heparanase and hyaluronidase, which are activated as part of the inflammatory 
response [12]. These enzymes are activated in inflammatory states by reactive oxy-
gen species, tumor necrosis factor (TNF)-alpha, and interleukin 1-beta (IL-1β) [17]. 
Studies have found a significant reduction in the thickness of the glycocalyx in 
sepsis [18]. Observational studies have found an association between the levels of 
markers of endothelial damage and the severity of sepsis [19]. This degradation of 
the glycocalyx leads to vascular hyper-permeability, unregulated vasodilation, 
microvessel thrombosis, and augmented leukocyte adhesion [12].

Inflammatory-mediated degradation of the glycocalyx may lead to specific organ 
dysfunction in sepsis, such as acute respiratory distress syndrome (ARDS), acute 
renal failure, and hepatic dysfunction. Inflammatory cytokines, such as TNF-α, IL-1β, 
IL-6, and IL-10, have been implicated in the degradation of the glycocalyx [18].

20.5  Assessment of the Microcirculation

20.5.1  Microcirculatory Targets

Macrocirculatory parameters such as MAP are poor predictors of cardiac output. 
The sympathetic response to stress and neural adaptation tends to initially maintain 
the MAP in the face of decreasing flow [20]. It is thus a poor indicator in the early 
assessment of shock. Indeed systemic hemodynamic variables do not indicate the 
onset of shock but rather indicate the onset of cardiovascular decompensation. 
Measures of microvascular flow enable the earlier detection of shock (Fig. 20.3).
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20.5.2  Clinical Assessment

20.5.2.1  Capillary Refill Time
The capillary refill time (CRT) is defined as the time required for a distal capillary 
bed (i.e., the nail bed) to regain its color after pressure has been applied to cause 
blanching [21]. Historically the upper limit of normal was quoted to be 2 s; however 
more recent studies have suggested the upper limit of normal for capillary refill time 
to be 3.5–4.5 s [22, 23]. It does however vary with factors such as age and tempera-
ture, and is subject to inter-observer variability.

Hernandez et  al. reported that CRT and central-to-toe temperature difference 
(Tc-toe) were more significant predictors of successful resuscitation than normal-
ization of metabolic parameters such as central venous oxygen saturation (ScvO2) 
and central-venous-arterial CO2 difference (P[cv-a]CO2 gap). In their study, the 
presence of normal values of both CRT and Tc-toe at 6 h was independently associ-
ated with successful resuscitation [24]. This suggests that noninvasive measures of 
peripheral perfusion such as CRT and Tc-toe may be used as surrogates for more 
invasive techniques in the assessment of peripheral perfusion.

Patients with persistently abnormal peripheral perfusion as measured by CRT 
following initial resuscitation have been shown to have a higher likelihood of devel-
oping complications such as organ failure and decreased survival [25].

Clinical Assessment
• Capillary refill time
• Skin mottling score

Biochemical Markers
• SvO2/ScvO2
• Lactate
• P[cv-a]CO2 gap 

Non-Invasive
• Peripheral perfusion
 index
• Handheld vital
 microscopy

Microcirculation assessment
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Fig. 20.3 Measures of microvascular assessment classified by their availability in clinical prac-
tice. SvO2 mixed venous oxygen saturation; ScvO2 central venous oxygen saturation; P[cv-a]CO2 
gap central-venous-arterial CO2 difference
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20.5.2.2  Skin Mottling
Skin mottling is defined as a bluish skin discoloration that typically manifests near 
the elbows or knees and has a distinct patchy pattern. It is the result of heterogeneic 
small vessel vasoconstriction and is thought to reflect abnormal skin perfusion [21]. 
The mottling scoring system (from 0 to 5), based on mottling area extension from 
the knees to the periphery, is a simple and reliable tool used for the assessment of 
peripheral perfusion (Fig. 20.4). Higher skin mottling scores have been found to be 
predictive of mortality in patients admitted to the intensive care unit (ICU) [26].

20.5.3  Biochemical Markers

Biochemical markers are used to indicate global perfusion in both the intensive care and 
the nonintensive care setting. Mixed venous oxygen saturation (SvO2), ScvO2, plasma 
lactate, and P[cv-a]CO2 gap are commonly used measurements for this purpose.

SCORE 5 

Mottling score

4

5

3

2
1

Fig. 20.4 Mottling score showing stage 5 mottling. Mottling score defined by five areas over the 
knee is developed to evaluate tissue perfusion at bedside
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20.5.3.1  SvO2 and ScvO2

Using the SvO2, the Fick equation can be used to calculate the cardiac output [27]:

 
SvO SaO VO cardiac output Hb2 2 2 1 34= − × ×( )/ .  

where Hb is the hemoglobin concentration, SaO2 the arterial oxygen saturation, and 
VO2 whole-body O2 consumption.

When the SaO2, VO2, and hemoglobin remain constant, decreasing values of 
cardiac output result in decreases in SvO2 secondary to increases in the oxygen 
extraction rate. Normal values for SvO2 range from 70% to 75%. The measurement 
of SvO2 requires a pulmonary arterial catheter; however, ScvO2 can be obtained 
from a central venous catheter and although oxygen levels vary slightly it can be 
used as a surrogate.

20.5.3.2  Lactate
Lactate is perhaps the most commonly used biochemical indicator of resuscitation 
in sepsis. It is the most easily measurable and interpretable and can be done rapidly 
with point-of-care testing. In contrast to SvO2 and ScvO2 it does not require central 
venous access.

Lactate is a product of anaerobic metabolism and thus indicates inadequate oxy-
gen delivery to or metabolism by the tissues. It is included in the most recent defini-
tion of septic shock. The combination of a lactate level >2 mmol/l and vasopressor 
requirement to maintain MAP >65 mmHg in the absence of hypovolemia has been 
associated with mortality of >40% [5]. Lactate clearance as a target of resuscitation 
has been shown to be non-inferior to using ScvO2 monitoring [28].

20.5.3.3  Central-Venous-Arterial CO2 Difference
The P[cv-a]CO2 gap can be used as an adjunct in the assessment of the macro- and 
microcirculation. Using a central venous catheter, the ScvO2 can be measured and 
used as a surrogate for global tissue hypoxia, and the P[cv-a]CO2 gap can be calcu-
lated and used as a surrogate for the cardiac index. Persistence of a PCO2 gap >0.8 kPa 
(6 mmHg) after 24 h of treatment has been associated with a higher mortality [29].

CO2 is 20 times more soluble than O2 and thus as a result is a more sensitive 
marker of hypoperfusion. Where there is a barrier to O2 diffusion as a result of hypo-
perfused or nonfunctional capillaries, CO2 will still flow into the venous system. In 
the context of a patient with a ScvO2 >70% and persistently elevated lactate, the 
PCO2 gap may be elevated reflecting a barrier to O2 diffusion at the level of the 
microcirculation.

20.5.4  Peripheral Perfusion Index

The peripheral perfusion index is based on the analysis of the pulse oximetry signal. 
It is the ratio between the pulsatile blood flow and non-pulsatile static blood flow in 
peripheral tissues. It is a noninvasive method that uses the ubiquitous pulse oximeter 
for its calculation. In a 2002 study by Lima et al. [30], a cutoff of <1.4 was sug-
gested to predict poor peripheral perfusion and a peripheral perfusion index <0.2 

B. Cantan and I. Martín-Loeches



253

predicted ICU mortality in septic patients following resuscitation, with accuracy 
similar to lactate [31].

20.5.5  Handheld Vital Microscopy

Handheld vital microscopes were introduced clinically in the 1990s and investiga-
tions of their use have played a key role in understanding the microcirculation in 
sepsis. They allow single RBCs to be visualized in the capillaries. The third and 
most recent generation of handheld vital microscopes is based on a mode of dark- 
field microscopy called incident dark-field (IDF) imaging. This device gives 
improved resolution and an increased number of capillaries can be seen in compari-
son to the previous generation, which was based on sidestream dark-field (SDF) 
imaging [32].

The most common anatomical location imaged is the sublingual circulation. 
Microcirculatory abnormalities visualized include increased heterogeneity of per-
fused vessels, proportion of perfused vessels, total density of small microvessels, 
and microvascular flow index (MFI) [27]. Currently the clinical relevance of 
microvascular alterations is expressed in terms of proportion of perfused vessels 
and MFI [10].

The MFI is used to characterize the velocity of microcirculatory perfusion. The 
screen is divided into four quadrants. The average flow of RBCs is then calculated 
and described as absent (0), intermittent (1), sluggish (2), or normal (3) [33]. An 
MFI <2.6 in combination with tachycardia >90 beats per minute (bpm) has been 
shown to be an independent risk factor for increased in-hospital mortality [34].

Handheld vital microscopes can also be used to measure the perfused boundary 
region of the microcirculation, which is calculated as the dimensions of the perme-
able part of the glycocalyx allowing penetration of circulating RBCs. This provides 
an index of glycocalyx damage [4]. The perfused boundary region has been shown to 
be increased in critically ill patients compared with healthy controls reflecting 
decreased thickness of the endothelial glycocalyx [35]. The perfused boundary region 
has been shown to be reproducible and have good inter-observer reliability, which 
makes it a promising tool for guiding resuscitation and decision-making in sepsis.

Monitoring of the microcirculation during resuscitation can help to verify 
whether interventions have been successful in restoring perfusion and oxygenation 
of the tissues and in restoring hemodynamic coherence.

20.6  How We Can Modify the Microcirculation in Sepsis

Microvascular perfusion is directly related to the driving pressure (difference 
between pressure at the entry and exit site of the capillary) and the radius of the ves-
sel (to the fourth power) and inversely related to blood viscosity. Intravenous fluids 
are a mainstay of supportive care in sepsis and may help to increase microvascular 
perfusion by increasing the driving pressure, decreasing the blood viscosity, or 
affecting the interaction between circulating cells and the endothelium [36].
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Volume expansion with fluid has been shown to improve microcirculatory perfu-
sion in the early (<24 h) but not in the late (>48 h) phase following the diagnosis of 
severe sepsis [36]. It is not conclusive yet whether colloids or crystalloids are supe-
rior in improving the microcirculation.

Assessment of microcirculatory variables such as MFI may be helpful in deter-
mining the need for fluid therapy. A study by Pranskunas et al. [37] examined mac-
rohemodynamic variables, such as oliguria, MAP, ScvO2 and hyperlactatemia, and 
MFI, as a tool to select ICU patients eligible for fluid therapy. In patients with an 
MFI of <2.6, fluid therapy resulted in a significant increase in median MFI as well 
as a reduction in the median number of clinical signs of impaired organ perfusion. 
In contrast, in patients with an MFI >2.6 at baseline, fluid challenge did not increase 
the median MFI nor did it result in a reduction in the number of clinical signs of 
impaired organ perfusion. This suggests that in patients with a normal or near- 
normal MFI, causes other than microcirculatory flow were to blame for persistent 
organ dysfunction. Since none of the macrohemodynamic variables were able to 
discriminate an MFI <2.6, direct assessment of microcirculatory flow may help 
guide decisions regarding administration of fluids [37].

A study by Hanson et al. [38] looked at liberal fluid resuscitation in severe falci-
parum malaria. Severity of disease in terms of lactic acidosis correlated with the 
degree of erythrocyte sequestration as visualized by orthogonal polarized spectros-
copy (OPS) rather than hypovolemia. Liberal administration of fluid did little to 
improve erythrocyte sequestration; however, it did increase the risk of potentially 
lethal complications of fluid overload and increased capillary permeability. In addi-
tion to suggesting against liberal fluid administration in severe falciparum malaria 
the results also suggest that direct visualization and assessment of the type of micro-
circulatory dysfunction may guide decisions about whether administration of fluid 
may be futile and lead to complications rather than resolution.

Further to that, hypervolemia has also been associated with microcirculatory 
dysfunction and increased degradation of the glycocalyx in sepsis. In a study in 
patients undergoing on- and off-pump coronary artery bypass surgery, increased 
levels of atrial natriuretic peptide (ANP) preceded elevation of inflammatory cyto-
kines and shedding of the glycocalyx [39]. Chappell et al. also observed increased 
levels of ANP and shedding of the glycocalyx in response to volume loading and 
hypervolemia [40]. ANP has been shown to independently induce shedding of the 
endothelial glycocalyx in pig hearts as evidenced by increased levels of syndecan-1 
and histologically visible degradation of the glycocalyx on electron microscopy. It 
in turn led to increased vascular permeability [41].

In a study of patients with severe sepsis, high levels of syndecan-1 were associ-
ated with the risk of intubation following large-volume fluid resuscitation compared 
to patients with low levels of syndecan-1. This may reflect the increased vascular 
permeability following degradation of the glycocalyx leading to increased risk of 
respiratory failure [42].

Apart from its use as a colloid, albumin may have other beneficial effects on the 
microcirculation. Sphingosine-1-phosphate (S1P) is an important plasma phospho-
lipid for the maintenance of vascular permeability [43]. S1P suppresses the activity 
of metalloproteinase, which in turn protects against the loss of syndecan-1 and 
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degradation of the glycocalyx [44]. RBCs are an important source of S1P and albu-
min may attenuate the degradation of the glycocalyx by acting as a carrier of S1P 
from RBCs to the endothelium [45].

Transfusion of RBCs has been shown to improve the microcirculation indepen-
dently of the macrocirculation and the hemoglobin level in hemorrhagic shock 
patients [46]. A systematic review by Nielsen et al. failed to find a benefit of RBC 
transfusion in most critically ill patients. However, they identified a number of stud-
ies that found that patients with abnormalities in tissue oxygenation or microcircu-
latory indices do demonstrate improvement following transfusion [47].

Venous vasodilators have been theorized to improve microcirculatory flow by 
dilating postcapillary venules, thereby increasing capillary flow, and decreasing 
transcapillary pressure and extravasation into the tissues. In vasoplegic shock, the 
macrocirculation is vasodilated whilst the microcirculation is vasoconstricted [7]. 
Studies on the effect of nitroglycerin on the microcirculation in septic shock have 
yielded conflicting results. Spronk et al. found that it did improve microcirculation 
[48], whilst Boerma et al. in a larger randomized controlled trial found that it did not 
improve the microcirculation compared with the placebo group [49]. In this study, 
both the placebo group and the nitroglycerin group achieved significant improve-
ments in the microcirculation [49]. The median MFI of the nitroglycerin group 
improved from 1.67 to 2.71, and the placebo group went from 1.42 to 2.71. It may 
be that other resuscitative efforts were sufficient to improve the MFI to values 
approaching normal. Nitroglycerin may however be of use in septic shock if its use 
is decided based on the type of microcirculatory dysfunction and the resuscitation 
status of the patient, and it is titrated in combination with technologies that can 
monitor, directly assess, and quantitatively analyze the microcirculation.

Increasing the arterial blood pressure with increasing doses of vasopressors has 
not been found to improve MFI, proportion of perfused vessels, vessel density, or 
heterogeneity index [50, 51]. There may be a dissociation between increases in arte-
rial pressure produced by vasopressor agents and improvement in microvascular 
perfusion and delivery of vital substrates. This is probably due to shunting between 
postcapillary venules and precapillary arterioles and due to a sustained increase in 
SvO2 (as commonly happens in the initial stages of septic shock).

Finally, in critically ill non-bleeding patients, transfusion of fresh frozen plasma 
(FFP) resulted in a decrease in the levels of syndecan-1 and factor VIII, suggesting 
an improvement in the endothelium. This was accompanied by, and perhaps a 
result of, an increase in ADAMTS13 levels and a decrease in von Willebrand factor 
levels [52].

20.7  Conclusion

The microcirculation is the vital interface at which oxygen is delivered to cells. 
Without a functioning microcirculation the restoration of aerobic metabolism is 
impossible. Increased understanding of microcirculatory dysfunction helps to 
explain the persistence of tissue hypoxia despite restoration of normal macrohemo-
dynamic parameters.
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The importance of the microcirculation in critical illness is becoming increas-
ingly clear. With newer and more sophisticated monitoring techniques, the micro-
circulation can be used to guide resuscitative efforts towards more targeted therapies. 
In addition to clinical examination and biochemical markers as methods of assess-
ment, handheld vital microscopes allow direct visualization of capillaries and a 
number of indices and classifications have been developed that show good inter- 
observer reproducibility. As these devices become more widely available they may 
become routinely used in the management of sepsis and other conditions that affect 
systemic hemodynamics.

Despite the advances in our understanding of microcirculatory dysfunction there 
remains a deficit in knowledge regarding how best to treat it. For example, both 
hypo- and hypervolemia seem to negatively affect the microcirculation and the 
endothelial glycocalyx, and the type of fluid that is best for restoring perfusion and 
maintaining endothelial integrity remains to be established. As more clinical studies 
adopt handheld vital microscopy and investigate treatments based on microcircula-
tory status we may see that the management of hemodynamics in sepsis becomes 
more nuanced and individualized.
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21.1  Introduction

Patients with sepsis present with more or less the same constellation of symptoms, 
which is driven by organ dysfunction. However, the mechanism leading one infec-
tion to cause one or more organ dysfunctions is not the same for all patients and 
presents great variability. In the era of personalized medicine, one promising 
approach is to be able to recognize the pathogenic mechanism behind every patient 
with sepsis and deliver treatment targeting the reversal of this mechanism.

Rheumatologists and pediatricians are aware of a rather rare life-threatening dis-
order called hemophagocytic lymphohistiocytosis (HLH). HLH is driven through a 
cytokine storm and manifests with fever, hepatobiliary dysfunction, acute renal 
injury, encephalopathy, cytopenias, and bone marrow hemophagocytosis. HLH may 
be primary or secondary. Primary HLH is a rare situation and is also known as 
familial HLH mediated through mutations of the perforin gene [1]. The most com-
mon situations of HLH are secondary to malignancy, viral infections, systemic juve-
nile idiopathic arthritis (sJIA), and systemic lupus erythematosus (SLE). They are 
also known as macrophage activation syndrome [1].

Repeated clinical and pathophysiological observations have shown that there 
is a small subset of patients with sepsis who deteriorate rapidly to early mortal-
ity, i.e., death in the first 10 days from the start of sepsis, and it has been hypoth-
esized that these patients have features of macrophage activation syndrome. In 
this chapter, we try to summarize the published evidence for the association of 
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sepsis characterized by rapid deterioration with macrophage activation syn-
drome. Epidemiology, pathogenesis, and treatment modalities are presented.

21.2  Classification Criteria and Epidemiology

Traditional pathologists consider macrophage activation syndrome only in cases 
where hemophagocytosis is found in the bone marrow. In a retrospective analysis of 
bone marrow smears of patients admitted during the years 2013–2016 with clinical 
suspicion of HLH, among 40 patients who were eventually classified as HLH all 
presented with signs of hemophagocytosis; only 32% of cases nonclassified as HLH 
had signs of bone marrow hemophagocytosis [2]. In the same analysis, it was shown 
that patients with HLH had a greater number of progenitor cell lineages being 
phagocytosed than patients without HLH [2]. However, this analysis generates one 
major ambiguity: how can the exact epidemiology of macrophage activation syn-
drome be assessed and an eventual diagnosis made when bone marrow biopsy is not 
routinely performed in rapidly deteriorating patients with sepsis and, even when 
done, imposes delays in intervention because diagnosis is usually slow.

To this end, and taking into consideration that in the above study 32% of patients 
without HLH had hemophagocytosis, it is considered that in sepsis, fulminant 
hyperinflammation should be retained for patients with features of macrophage acti-
vation syndrome. Patients can be classified as having macrophage activation syn-
drome or not based on the use of classification scores. The most widely applied 
criteria, even if not developed for adults, are the HLH-2004 criteria necessitating 
that a patient meets 5 out of 8 criteria to be classified as macrophage activation syn-
drome. These criteria are fever, splenomegaly, bicytopenia, hypertriglyceridemia, or 
hypofibrinogenemia, bone marrow phagocytosis, low or absent natural killer (NK) 
cell activity, elevated ferritin, and elevated soluble interleukin (IL)-2 receptor [3]. In 
2014, the HScore was introduced for the diagnosis of macrophage activation syn-
drome in adults based on the analysis of patients’ records. The HScore provides 
points for nine variables as follows: 18 points for known immunosuppression; 33 
points for fever between 38.4 °C and 39.4 °C and 49 points when above 39.4 °C; 23 
points for presence of hepatomegaly or splenomegaly and 38 points when both are 
present; 24 points for cytopenia of two lineages and 34 points for 3 lineages; 35 
points for ferritin between 2000 and 6000 ng/ml and 60 points when >6000 ng/ml; 
44 points for triglycerides between 150 and 400 mg/dl and 64 points when >400 mg/
dl; 30 points for fibrinogen <250 mg/dl; 30 points for serum aspartate aminotrans-
ferase >30 U/l; and 35 points for phagocytosis on bone marrow aspirate [4].

A PubMed search was done using the terms “sepsis” and “macrophage- activation 
syndrome” from January 2010 to August 2019. A total of 202 publications were 
retrieved of which eight publications reported classification of macrophage activa-
tion syndrome among sepsis patients [5–12]; one publication is a case report [6] and 
one reports on children [5]. Seven of these studies were retrospective [5–11] and 
one was prospective [12] in design. A summary of this search is presented in 
Table 21.1. With the exception of one study in children, the studies in critically ill 
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adults shed light on the problem of inability to routinely perform bone marrow aspi-
rates in a large number of patients [9–12]. To this end, all studies classify patients 
using the HLH-2004 criteria or the HScore with the bone marrow phagocytosis 
criterion missing. In other terms, it may be more appropriate to refer to these patients 
as having macrophage activation-like syndrome [12]. The strictest criteria for 

Table 21.1 Reported prevalence of macrophage activation syndrome among critically ill patients

Ref. Age
Critical care 
condition

Number 
of pts./pts. 
screened

Classification 
criteria

Features of 
macrophage 
activation syndrome Mortality

[5] Children ↑ferritin + 
MODS

23/34 
(67.5%)

HLH-2004 •  ↑ ferritin 100%; 
cytopenias 96%

•  ↑TGs 87%; BMH 
100%

13%
after 
28 d

[6] Adult Acinetobacter 
baumannii 
bacteremia

One HLH-2004 •  Cytopenias; 
↑TGs; ↑ferritin

•  BMH
[7] Adults Severe sepsis 43/763 

(5.8%)
HBD + DIC •  HBD 100%; DIC 

100%
•  Other features not 

reported

65%a

after 
28 d

[8] Adults Severe sepsis/
shock

16 HLH-204 •  Ferritin >7000 ng/
ml 100%

•  ↑TGs 100%; 
cytopeniasb

37%
after 
28 d

[9] Adults ICU 
admissions 
with ferritin 
>500 ng/ml

9/244 
(3.7%)

HLH-204 •  ≥2 cytopenias 
100%

•  Ferritin >3000 ng/
ml 100%

•  ↑AST 77.8%; 
↑TGs 55.6%

4/9 
(44.4%)
after 
28 d

[10] Adults ICU 
admissions

10/455 
(2.2%)

HLH-2004 Not reported for the 
classified patients

80%
after 
28 d

[11] Adults Presence of 
SIRS

5/451 
(1.1%)

HScore •  Ferritin>6000 ng/
ml 80%

•  ↑AST 100%; 
↑TGs 80%

2/5 
(40%)
after 
28 d

[12] Adults Infection and 
SIRS

Cohort A 
128/3417 
(3.7%)
Cohort B 
73/1704 
(4.3%)

Sepsis-3 criteria 
+ adjusted 
HScore for lack 
of bone marrow 
aspirate ± (both 
HBD + DIC)

•  Ferritin >4420 ng/
mlc

•  ↑AST 77.8%; 
↑TGs 55.6%

48.9%
after 
10 d

AST aspartate aminotransferase, BMH bone marrow hemophagocytosis, d days, DIC disseminated 
intravascular coagulation, HBD hepatobiliary dysfunction, ICU intensive care unit, MODS multi-
ple organ dysfunction syndrome, pts patients, SIRS systemic inflammatory response syndrome, 
TGs triglycerides
aRefers to the 28-day mortality of patients with MAS-treated with placebo
bExact frequency not reported
cAt that cutoff reported specificity 97.9%, negative predictive value 97.1%
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classification of macrophage activation-like syndrome in sepsis are derived from a 
Greek study in 5121 patients with infection and systemic inflammatory response 
syndrome (SIRS) split into two cohorts [12]. Classification into macrophage 
activation- like syndrome required both criteria as follows:

• Sepsis defined by the Sepsis-3 definitions.
• HScore ≥151 without considering points attributed to bone marrow aspiration 

for hemophagocytosis OR copresence of hepatobiliary dysfunction and dis-
seminated intravascular coagulation (DIC). Hepatobiliary dysfunction was 
defined by the presence of at least two of the following: (1) total bilirubin 
>2.5 mg/dl; (2) aspartate aminotransferase (AST) at least two times higher than 
the upper normal limit; and (3) international normalized ratio (INR) >1.5. DIC 
was defined as a DIC Score of the International Society of Thrombosis and 
Hemostasis (ISTH) ≥5.

As shown in Table 21.1, the frequency of macrophage activation-like syndrome 
among critically ill patients ranges between 1.1% to 5.8%.

21.3  Pathogenesis

The pathogenesis of secondary HLH is complex. The main hallmark of pathogene-
sis is the cytokine storm that is stimulated by three main cell types: tissue macro-
phages, NK cells, and CD8 lymphocytes. Our knowledge of the series of activations 
taking place in these cells comes from mutations that are described among patients 
with viral infections that trigger HLH. These mutations show the pathways involved 
in the pathogenesis of HLH. However, it should be remembered that many patients 
develop secondary HLH as a result of non-Hodgkin’s lymphoma. The mutations 
associated with non-Hodgkin’s lymphoma may affect the complex lymphocyte–his-
tiocyte interaction giving rise to HLH. A common denominator in the pathogenesis 
is the attenuation of the apoptosis pathway in both NK cells and CD8 lymphocytes 
due to decrease in perforin. Once these cells are activated, they overproduce 
interferon- gamma (IFNγ) that stimulates hemophagocytosis in the bone marrow 
[13], although one recent study in mice reports stimulation of hemophagocytosis in 
the absence of IFNγ production [14].

Tissue macrophages of patients with sepsis recognize lipopolysaccharide (LPS) 
through the transmembrane Toll-like receptor (TLR) 4 resulting in the production 
of pro-inflammatory cytokines. Stimulation of TLR4 leads to excess production 
of IL-1β that may per se further stimulate NK cell activation. Excess production 
of IL-1β by liver Kupffer cells leads to overproduction of ferritin by hepatocytes. 
The overproduction of IL-1β is followed by the production of IL-18. Indeed, in an 
analysis of Greek patients with macrophage activation-like syndrome split into two 
cohorts, one for derivation and another for validation, the circulating levels of IL-18, 
IFNγ, IL-6, and sCD163 were greater among patients with hyperferritinemia in both 
cohorts. CD163 is a scavenger receptor of the hemoglobin–haptoglobin complex on 
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the cell membrane of tissue macrophages. Increased shedding in the circulation of 
the soluble form sCD163 is an indirect indication of macrophage activation.

Bone marrow biopsies from 10 patients with HLH due to flare-up of an underly-
ing rheumatology condition or due to systemic infection were retrospectively ana-
lyzed. Analysis involved histoimmunochemistry of the bone marrow aspirate for 
H-ferritin, L-ferritin, and CD68 and cytokines. Results were compared with healthy 
patients and indicated heavy depositions of H-ferritin but not of L-ferritin. H-ferritin/
CD68 co-expression was positively correlated with stained cytokines, negatively 
correlated with circulating platelets and white blood cells, and positively correlated 
with serum ferritin and serum C-reactive protein (CRP) [15].

However, damage-associated molecular patterns (DAMPs) of the host, such as 
high mobility group box-1 (HMGB1), may interact with TLR4 of tissue macro-
phages when released from damaged cells and further stimulate cytokine produc-
tion. Indeed, in a series of patients with sepsis caused by Gram-negative bacteria, it 
was found that a late peak of HMGB1 in the circulation taking place 7 days after the 
initiation of sepsis was accompanied by increased IFNγ and ferritin in the circula-
tion mimicking features of macrophage activation-like syndrome [16]. Synergy was 
found between a medical history of type 2 diabetes mellitus, chronic heart failure, 
and chronic renal disease with the occurrence of this late peak in HMGB1 increas-
ing substantially the risk for 28-day mortality. The priming of tissue macrophages 
of patients with chronic cardiovascular conditions for IL-1β production may explain 
this synergy [16].

21.4  Diagnostic Biomarkers

Ferritin is the most broadly studied diagnostic biomarker of macrophage activation 
syndrome in adults with sepsis. Using one derivation cohort of patients with sepsis 
diagnosed using Sepsis-3 definitions, it was found that serum ferritin >4420 ng/ml 
may diagnose macrophage activation-like syndrome with 97.9% specificity and 
97.1% negative predictive value. The 28-day mortality for patients of the derivation 
cohort with ferritin >4420 ng/ml was 66.7%; it was 66.0% in the validation cohort. 
In the same study, a second validation cohort was used consisting of patients hospi-
talized in the intensive care unit (ICU) of the Karolinska Institute in Sweden who had 
severe sepsis/septic shock; 28-day mortality for patients with ferritin >4420 ng/ml 
was 52.9% [12].

Another study reported the diagnostic value of sCD163 in a pediatric population. 
Sixty-nine children with sepsis were analyzed of whom 23 were classified with 
secondary HLH using the HLH-2004 classification criteria. CD163 expression was 
measured by flow cytometry on circulating monocytes and serum sCD163 was mea-
sured by enzyme immunosorbent assay. Both monocyte expression of CD163 and 
sCD163 were significantly greater among children with sepsis and HLH than among 
children with sepsis without HLH. The diagnostic accuracy was further increased 
when sCD163 was used in combination with ferritin. However, this study did not 
report on any specific diagnostic cutoff either of sCD163 or of ferritin [17].
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21.5  Management and Future Perspectives

In 2019, recommendations for the management of HLH in adults were published. 
These recommendations refer specifically to critically ill patients in the ICU. In 
these patients, it is necessary to try and diagnose the underlying predisposing 
cause of HLH. When macrophage activation syndrome is developing due to sep-
sis, then management is supportive and comprises broad-spectrum antimicrobials 
to combat the infection and organ support. However, no specific treatment target-
ing the cascade of events leading to macrophage activation syndrome has been 
reported [18].

Delivering specific therapy for macrophage activation syndrome mandates that 
this type of treatment should block the rate-limiting step in pathogenesis, i.e., 
the production of either IL-1β from tissue macrophages or IFNγ by NK cells and 
CD8 lymphocytes. More than 25 years ago, a double-blind randomized phase 3 
clinical trial was conducted in which patients with severe sepsis were allocated 
to blind intravenous treatment with placebo or anakinra. Anakinra is the recombi-
nant human receptor antagonist of IL-1ra that binds and inactivates both IL-1β and 
IL-1α. The study primary endpoint was 28-day mortality. The study was prema-
turely stopped for futility; however, no safety concern was reported with the use 
of anakinra [19]. In 2016, patients participating in this trial were retrospectively 
reclassified as having presented features of macrophage activation syndrome or 
not. No data were available to score for the HLH-2004 criteria or the HScore. As 
such, classification into macrophage activation syndrome relied on the copresence 
of hepatobiliary dysfunction and DIC. Hepatobiliary dysfunction was diagnosed 
by the increase in total bilirubin and AST and DIC by the presence of prolonga-
tion of prothrombin/thromboplastin times and decreased platelet count. This ret-
rospective analysis showed that 17 of the 253 patients originally allocated to the 
placebo group and 26 out of 510 patients originally allocated to the anakinra group 
had macrophage activation syndrome; 28-day mortality rates were 65% and 25%, 
respectively (p = 0.0006) [7].

These are not the only data studying the efficacy of anakinra in macrophage 
activation syndrome. Nineteen children with macrophage activation syndrome sec-
ondary to sJIA and periodic fever syndromes were studied. Long-term administra-
tion of anakinra for 6 months was safe and led to long-term remission of macrophage 
activation syndrome [20].

In light of the current view of the pathogenesis of sepsis, it may be argued that 
activation of immune phenomena in sepsis resembles an axis. On the left side of the 
axis lie patients with single pro-inflammatory sepsis or macrophage activation-like 
syndrome; on the right side of the axis lie patients with single anti-inflammatory 
sepsis or sepsis-induced immunosuppression. The patients who lie between these 
two extremes have mixed pro- and anti-inflammatory characteristics. This concept 
gave rise to the PROVIDE trial (A Personalized Randomized Trial of Validation and 
Restoration of Immune Dysfunction in Severe Infections and Sepsis, ClinicalTrials.
gov Identifier: NCT03332225). In that trial, patients with septic shock using the 
Sepsis-3 diagnostic criteria are screened on two consecutive days by measurement 
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of serum ferritin and expression of HLD-DR on CD14-monocytes. Patients with 
serum ferritin >4420 ng/ml are enrolled as macrophage activation-like syndrome 
and patients with serum ferritin <4420 ng/ml and CD14/HLA-DR co-expression 
<30% are enrolled as sepsis-induced immunosuppression. Patients are randomly 
allocated to the standard-of-care arm of treatment (placebo) or to the immunother-
apy arm of treatment. Immunotherapy is delivered double blind and consists of 
intravenous anakinra three times daily for 7 consecutive days or recombinant human 
IFNγ every other day for 15 days depending on the diagnosis. The trial has been 
running since December 2017; trial termination is scheduled for December 2019. 
The analysis of the PROVIDE study is anticipated to deliver valuable information 
on (a) the frequency of macrophage activation-like syndrome and sepsis-induced 
immunosuppression among patients with septic shock and (b) the clinical efficacy 
of immunotherapy targeting personalized needs. The concept of the PROVIDE 
study is given schematically in Fig. 21.1.

21.6  Conclusion

The current review showed that in almost 5% of patients with sepsis the mecha-
nism leading to rapid deterioration is dominated purely by pro-inflammatory phe-
nomena or macrophage activation-like syndrome. Diagnosis may rely on the 
HLH-2004 and the HScore classification systems. However, since routine bone 
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marrow aspirates delay diagnosis, diagnosis may be considerably facilitated by the 
use of ferritin; concentrations >4420  ng/ml provide almost 98% specificity and 
negative predictive value for diagnosis. Targeted therapy with anakinra seems the 
most promising therapeutic option but requires validation in a prospective random-
ized controlled trial.
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22Is T Cell Exhaustion a Treatable Trait 
in Sepsis?
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22.1  Introduction

Sepsis is defined as life-threatening organ dysfunction caused by dysregulated 
host responses to infection [1, 2]. Septic shock is defined as a subset of sepsis in 
which profound circulatory, cellular, and metabolic abnormalities are associated 
with a greater risk of mortality than with sepsis alone. The global population 
incidence estimate for hospital-treated sepsis (previously referred to as severe 
sepsis) in the last decade is 270 (95% CI 176–412) per 100,000 person-years [3]. 
The incidence of sepsis is increasing and, even with improving trends in out-
comes, one in three patients still die in hospital [4, 5]. The number of sepsis 
survivors discharged from the hospital is also increasing [6]. Importantly, one in 
six sepsis survivors dies in the first year following hospital discharge [7–9]. 
Thus, sepsis is associated with a high risk of early and late adverse outcomes 
(such as mortality) that could be reduced with interventions. Current therapy 
consists of only supportive treatments and antibiotic therapy; there are no spe-
cific interventions that have been proven to reduce sepsis-related deaths. 
Therefore, therapeutic strategies that improve the prognosis for patients with 
sepsis are urgently needed.

In the last three decades, more than 200 randomized controlled trials have 
failed to consistently improve adverse outcomes in sepsis patients. These trials 
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share several features [10]. First, candidate interventions were applied globally 
to a heterogenous population of patients with suspected or proven infection as the 
likely etiology of acute organ dysfunction [11, 12]. Second, the expected treat-
ment effect of the candidate intervention was often too large. Third, subgroups 
were often defined post hoc and even when defined a priori, the expected direction 
of treatment effect in subgroups was not made explicit at the trial design stage. 
Thus, the negative results from these trials could be explained by the baseline vari-
ability within the sepsis population for the risk of outcome tested [13], the lower 
than expected attributable risk from sepsis [14], the lower than predicted treat-
ment effect of the candidate intervention, and/or the fact that multiple mechanisms 
involved in determining outcomes from sepsis are not modified by the candidate 
intervention [10].

Given these issues, there is a need to identify subpopulations of patients with 
definite sepsis (practical enrichment), with a greater likelihood to benefit from 
tested interventions (predictive enrichment) or greater risk of the outcome of inter-
est (prognostic enrichment) [15, 16]. Subpopulations of patients with sepsis who 
have a well-defined treatment response characteristic and a modifiable biological 
mechanism are referred to as having a “treatable trait” or “endotype.” In this narra-
tive review, we debate whether T cell exhaustion is a treatable trait in sepsis patients, 
using data primarily from human studies.

22.2  What Is T Cell Exhaustion?

The changes observed in T cell exhaustion are best characterized in cancer and 
chronic viral infections [17]. While this is currently an area of intense investigation, 
there are key features at the cellular and molecular level. Exhausted T cells lose 
their effector function as evidenced by their impaired capacity to produce cytokines 
(such as tumor necrosis factor [TNF], interferon-gamma [IFNγ], interleukin-2 [IL- 
2]), impaired cytotoxicity, and impaired proliferation capacity. These effector func-
tions are lost in a hierarchical manner. First, IL-2 production, proliferative capacity, 
and ex vivo cytolytic activity are lost. Next, TNF and IFNγ productions are impaired. 
Finally, the exhausted cells die due to excessive stimulation.

Exhausted T cells have upregulated cell surface inhibitory molecules referred to 
as immune checkpoint inhibitors. Immune checkpoints are the inhibitory and stimu-
latory pathways in immune cells that maintain self-tolerance and regulate the 
immune responses to danger signals. In exhausted T cells, well studied inhibitory 
immune checkpoint molecules are upregulated such as programmed death molecule 
1 (PD-1), cytotoxic T lymphocyte-associated protein 4 (CTLA-4), lymphocyte- 
activation gene 3 (LAG-3), T cell immunoglobulin and ITIM domain (TIGIT), T 
cell immunoglobulin and mucin domain-containing-3 (TIM-3), CD160, and 2B4. 
Exhausted T cells also have altered metabolic, epigenetic, and transcriptional pro-
files. They have suppressed glycolytic and mitochondrial metabolism despite mech-
anistic target of rapamycin (mTOR)-driven upregulation of anabolic pathways and 
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these changes can occur early on in infections [18]. The key epigenetic abnormality 
in exhausted T cells is the greater chromatin accessibility in exhaustion-specific 
regions that is fundamentally different from memory T cells. The overall transcrip-
tional program is dysregulated and transcription factors in exhausted T cells that are 
up- or downregulated include PRDM1/BLIMP1, EOMES, BATF, MAF, NFAT, and 
TBX21/T-bet.

The key consequence of T cell exhaustion in patients with sepsis is immunosup-
pression. In healthy people, when T cells are activated they secrete an array of 
cytokines and chemokines to recruit innate immune cells to sites of infection, 
enhance their microbicidal activity, help B cell class switch to make antibodies, 
have ex  vivo cytolytic activity, and generate T cell subsets including long-lived 
memory cells [19]. T cell exhaustion impairs pathogen clearance potentially pro-
longing primary infection, increases the risk of nosocomial infection and reactiva-
tion of dormant viruses and potentially increases the duration of sepsis-related 
organ dysfunction resulting in increased length of hospital stay and increased risk 
of death (Fig. 22.1).

22.3  There Is Indirect and Direct Evidence for T Cell 
Exhaustion in Sepsis

Indirect evidence for T cell exhaustion in sepsis comes from pan-leukocyte tran-
scriptome studies [12, 20]. Major changes in the adaptive immune system changes 
were seen in both these studies. In the study by Davenport and colleagues, a pan- 
leukocyte transcriptome showed enriched T cell functions of activation, cell death, 
and apoptosis, with T cell receptor complexes as key upstream regulators [20]. 
Major alterations in T cell-associated signaling pathways (such as iCOS, CD28, 
OX40, IL-4, and mTOR), albeit to different degrees depending on the sepsis sub-
phenotype, were also observed by Scicluna and colleagues [12].

Direct evidence for T cell exhaustion comes from the seminal work by Boomer 
and colleagues [21]. Using splenocytes harvested postmortem from patients with 
protracted sepsis who died, they analyzed T cell effector functions by assessing 
cytokine responses to ex  vivo stimulation with anti-CD3/CD28 beads. They also 
determined the surface expression of the inhibitory checkpoint molecules PD-1 and 
CTLA-4 on the splenocytes. This showed that sepsis patients had impaired cytokine 
production in response to ex vivo stimulation and higher expression of these inhibi-
tory immune checkpoint molecules, confirming T cell exhaustion [21]. Other 
authors have also shown T cell exhaustion in sepsis cohorts, primarily by highlight-
ing the increased expression of inhibitory immune checkpoint molecules on cell 
surfaces and in serum [22–28]. PD-1 and programmed death-ligand 1 (PD-L1) are 
upregulated on T and B cells with greater expression found in memory cells com-
pared to naïve cells [22] and higher PD-1 expression is associated with increased 
risk of death [29]. Abnormalities in PD-1 and PD-L1 pathways are observed for up 
to 1 year in sepsis survivors [30, 31].
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Fig. 22.1 T cell exhaustion in sepsis. During normal infection, naïve T cells are primed and acti-
vated through interactions with antigen-presenting cells (APC). Signal transduction is achieved 
when antigen is recognized through T cell receptors (TCR) and co-stimulation through CD28 and 
CD80/86 interactions. This allows differentiation into effector cells, which rapidly proliferate and 
carry out effector functions. Upon successful clearance of antigen, a subset of effector cells dif-
ferentiates into memory T cells. These cells produce many cytokines, have high survival ability, 
and can mount rapid recall responses to cognate antigen. During sepsis, persistent inflammation 
and/or antigen (AG) drives T cell exhaustion promoting immunosuppression. Checkpoint inhibi-
tors, such as programmed death molecule 1 (PD-1) and programmed death-ligand 1 (PD-L1), are 
upregulated, inhibiting normal T cell functions, such as proliferation. As exhaustion continues, 
there is an increase in inhibitory receptors (CTLA-4, LAG3), further loss of different effector func-
tions and eventually apoptosis. T cell exhaustion impairs the ability of the adaptive immune to 
clear pathogen, prolonging primary infection, reactivating dormant viruses, and potentially con-
tributing to secondary infections. Targeting T cell exhaustion through therapies such as anti-PD-1/
PD-L1 antibodies may reverse immunosuppression in sepsis and recover T cell function
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22.4  T Cell Exhaustion Is Reversible in Cells Isolated 
from Patients with Sepsis

Patera and colleagues studied leukocyte function before and after passively block-
ing PD-1 and PD-L1 receptors with antibodies [32]. Leukocytes were obtained from 
patients with sepsis, non-sepsis critically ill patients and from healthy controls. 
Patients with sepsis had impaired neutrophil and monocyte function, which corre-
lated with their own PD-L1 expression and with PD-1 expression on CD8+ T cells 
and natural killer (NK) cells. Interestingly, reduced CD8+ T cell effector functions 
(such as IFNγ production) were associated with elevated PD-L1 expression in neu-
trophils. The authors reported that antibodies against PD-1 or PD-L1 restored neu-
trophil and monocyte function and hypothesized that lymphocyte function was 
restored [32]. Chang and colleagues also assessed the impact of anti-PD-1 and anti- 
PD- L1 antibodies in a cohort study involving patients with sepsis and critically ill 
patients with sepsis [28]. The authors reported that treatment of lymphocytes from 
sepsis patients with either anti-PD-1 or anti-PD-L1 antibodies reduced lymphocyte 
apoptosis and restored T cell effector functions, as evidenced by significantly 
increased IFNγ and IL-2 production [28]. Multidrug-resistant (MDR) bacterial 
infections are difficult to treat. Thampy and colleagues reported a case series involv-
ing 24 sepsis patients who had MDR bacterial infections [33]. These patients had 
evidence of T cell exhaustion on immunophenotyping. The authors then assessed 
what proportion of cell secreted IFNγ when treated with IL-7, anti-PD-L1, and 
OX-40 ligand using the ELISpot method. The best IFNγ response was with IL-7 
(62.5%), compared to 41.6% with OX-40 L and 33.3% with anti-PD-L1 [33].

22.5  Case Report of Anti-PD-1 or Anti-PD-L1 Immunotherapy

Fungal infections with mucormycosis are also difficult to treat. A previously healthy 
30-year old with polytrauma and burns developed intractable mucormycosis fungal 
infection, which was preceded by an episode of sepsis. Immunophenotyping revealed 
low absolute lymphocyte count, low monocyte HLA-DR expression, and increased 
expression of PD-1 on T cells. Due to the proximity of mucormycosis infection to 
vascular structures, source control with debridement was not feasible. She was unre-
sponsive to antifungal therapy with liposomal amphotericin-B and posaconazole. 
The patient made a remarkable recovery following immunotherapy with IFNγ thrice 
weekly for five doses along with a single 250-mg dose of nivolumab [34].

22.6  Early Phase Randomized Controlled Trials to Reverse 
T Cell Exhaustion in Sepsis

There have been two recent phase-1 randomized controlled trials assessing 
the hypothesis that passive immunotherapy with monoclonal anti-PD-L1 anti-
body (BMS-936559) [35] and anti-PD-1 antibody (nivolumab) [36] may reverse 
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immunosuppression in adult critically ill patients with sepsis and lymphopenia 
(defined as absolute lymphocyte counts ≤1.1 × 103 cells/μl). Monoclonal anti-PD-
L1 (BMS- 936559) was administered in escalated doses between 10 mg and 900 mg 
in 20 sepsis patients and 4 patients were given a placebo. Receptor occupancy of 
>90% was achieved with the 900 mg dose of BMS-936559 for 28 days after infu-
sion. There was no evidence of drug-induced excess cytokine production, no dose-
related increase in adverse events and the immune function improved over 28 days 
at higher doses of BMS-936559. Monoclonal anti-PD-1 (nivolumab) was adminis-
tered in two doses of 480 mg in 15 patients and 960 mg in 16 patients with a placebo 
arm. Receptor occupancy of >90% was achieved with both doses for 28 days after 
infusion. There was no evidence of drug-induced excess cytokine production, no 
dose- related increase in adverse events and the immune function improved with 
both doses [36]. As early phase trials, the key goals for both were to define phar-
macokinetics and pharmacodynamics with an emphasis on safety. Sepsis alters the 
volume of distribution and peak concentrations for most drugs, which was observed 
in these two trials. It was encouraging to note that there was no cytokine storm for 
either intervention. Thus, there is a potential opportunity to consider future trials of 
immune checkpoint inhibitor blocking therapies in adult critically ill patients with 
sepsis.

Restoring lymphocyte count and function could also be achieved with IL-7. This 
was tested in a phase-2b placebo-controlled, double-blind, 3-arm randomized con-
trolled trial in 24 sepsis patients with severe lymphopenia (defined as absolute lym-
phocyte counts ≤0.9 × 103 cells/μl), of recombinant human IL-7 (CYT107) [37]. 
CYT107 was administered either as low frequency (once weekly) or as high fre-
quency (twice weekly) regimens at a dose of 10 μg/kg body weight, administered 
intramuscularly, for a duration of 4 weeks. The marked loss of CD4+ and CD8+ 
immune effector cells was reversed and activation markers of CD4 T cells were 
increased by CYT107 without an increase in PD-1 expression, implying improve-
ment of impaired lymphocyte function in sepsis patients.

22.7  Designing Future Clinical Trials to Reverse T Cell 
Exhaustion in Sepsis

The PICO framework (Patient—Intervention—Comparator—Outcome) is a useful 
structure to discuss this question [38]. In all three early phase trials, the authors 
enriched the sepsis patient population using low lymphocyte count (lymphopenia). 
Lymphopenia occurs in nearly 70% of patients with sepsis-related critical illness, 
with the nadir occurring around three days. This increases the risk of death, with the 
risk increasing with the severity of lymphopenia, and with persistence of lymphope-
nia for 3 days or longer [39, 40]. In these early phase trials, lymphopenia is dis-
cussed as a prognostic enrichment marker [16] and a marker for presence of 
immunosuppression. There is no direct evidence to support the notion that lympho-
penia is a surrogate for lymphocyte exhaustion and recovery of the lymphocyte 
count is a marker of immune reconstitution in sepsis patients.
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The molecular mechanisms that drive T cell exhaustion in sepsis are poorly under-
stood. Given the major immunological differences between sepsis and cancer or 
chronic infections, it is essential to understand the molecular basis for T cell exhaus-
tion in sepsis. Predictive enrichment markers need to be identified. The doses for test-
ing for all three interventions in future trials would be the highest tolerated doses in 
early phase trials. As persistent lymphopenia is a better prognostic enrichment marker 
with the nadir of lymphocyte count occurring around three days following ICU admis-
sion, this may represent a better landmark point for timing of these immunomodula-
tion interventions, as this time point also excludes unmodifiable early deaths. 
Comparator would be a standard of care, which must be predefined. The outcomes for 
these interventions could be nosocomial infections or death. It is important to note that 
attributable risk of death from nosocomial infections may be as low as 15% [41, 42], 
which will influence sample size considerations. Two potential adverse events to con-
sider with ani-checkpoint inhibitor therapy are cytokine storm and risk of autoim-
mune reactions. These need to be studied as key adverse events in future trials.

22.8  Conclusion

One facet of immunosuppression in sepsis is T cell exhaustion. This is phenotypi-
cally detectable using flow cytometry and is characterized by increased expression 
of immune checkpoint inhibitory molecules, such as PD-1, LAG-3, and CTLA-4. T 
cell exhaustion increases the risk of adverse outcomes. Monoclonal antibodies are 
available against some of these inhibitory molecules and early phase clinical trials 
suggest that IL-7, anti-PD-1 antibody, and anti-PD-L1 antibody are interventions 
that should be tested in an enriched sepsis population.
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23Cell-Free Hemoglobin: A New 
Therapeutic Target in Sepsis?

L. B. Ware

23.1  Introduction

Sepsis remains one of the most common reasons for intensive care unit (ICU) 
admission accounting for over 750,000 cases per year in the USA [1]. Although 
advances in supportive ICU care have improved outcomes for sepsis and other 
critical illness, mortality for sepsis patients remains high. The lack of pharmaco-
logic therapies for sepsis other than antimicrobials is a major shortcoming of 
modern ICU care. Similar to other critical illness syndromes, such as acute respi-
ratory distress syndrome (ARDS) and acute kidney injury (AKI), treatments that 
have been successful in animal models of sepsis have not had efficacy in clinical 
trials.

As a clinical syndrome, the sepsis definition [2] identifies a heterogeneous group 
of patients; patients with sepsis have different underlying comorbid conditions, dif-
ferent causative organisms and sites of infection, and differences in host response 
that contribute to heterogeneous pathobiology. Despite this heterogeneity, most 
clinical trials in sepsis have relied primarily on identifying patients who meet the 
clinical definition of sepsis syndrome [2], without any attempt to target trial enroll-
ment based on predicted response to a therapy.

Targeting clinical trial enrollment to patients who are more likely to respond to a 
specific therapy is termed predictive enrichment [3]. Predictive enrichment has been 
endorsed by the Food and Drug Administration (FDA) as a valuable approach to 
clinical trial design [4]. We have identified circulating cell-free hemoglobin as a 
potential therapeutic target in sepsis. Circulating levels of cell-free hemoglobin 
could be used to predictively enrich enrollment in clinical trials of agents that target 
cell-free hemoglobin. In the remainder of this chapter, I will summarize the 
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evidence that cell-free hemoglobin is a pathologic mediator of organ dysfunction in 
sepsis and discuss several therapeutic options for targeting cell-free hemoglobin in 
sepsis.

23.2  Cell-Free Hemoglobin-Mediated Organ Dysfunction 
in Sepsis

23.2.1  Cell-Free Hemoglobin Levels in Sepsis

In mammals, the vast majority of hemoglobin is contained within circulating 
erythrocytes. Any hemoglobin that escapes the confines of the erythrocyte is rap-
idly scavenged, endocytosed, and degraded such that under normal conditions, 
cell-free hemoglobin is not detectable in the circulation. A variety of conditions 
can increase circulating levels of cell-free hemoglobin including acute or chronic 
hemolytic conditions, infections that directly target red blood cells (RBCs) such 
as malaria or Babesiosis, left ventricular assist devices (LVADs), and all types of 
extracorporeal circulation including cardiopulmonary bypass (CPB) and extracor-
poreal membrane oxygenation (ECMO). Sepsis can also acutely increase levels of 
circulating cell- free hemoglobin, even in the absence of these known triggers for 
hemolysis.

Two recent studies have established that critically ill patients with sepsis have 
elevated levels of plasma cell-free hemoglobin even in the absence of any known 
hemolytic disorder or the use of extracorporeal circulation and that elevated cell- 
free hemoglobin is a poor prognosticator in sepsis. In a study of 391 critically ill 
patients with sepsis, Janz and colleagues [5] reported that 81% of patients had 
detectable levels of cell-free hemoglobin in the plasma and that higher levels were 
independently associated with hospital mortality. In a separate cohort of patients 
with sepsis, Adamzik et al. reported that cell-free hemoglobin levels were indepen-
dently associated with death [6]. Both of these studies found that even relatively low 
levels of cell-free hemoglobin in the circulation were associated with poorer out-
comes in sepsis. Gross hemolysis, defined as a peripheral blood smear with evi-
dence of RBC fragmentation and a declining hematocrit, was established as an 
independent predictor of sepsis mortality in patients with polymicrobial bacteremia 
in 1990 [7].

Mouse studies have also helped to establish that release of cell-free hemoglobin 
is an important feature of sepsis. Larsen et  al. [8] showed that plasma cell-free 
hemoglobin and free heme levels were elevated in mice rendered septic with cecal 
ligation and puncture. Administration of additional exogenous free heme greatly 
enhanced the degree of multiple organ failure and mortality in this model, an effect 
that was due to Fe-dependent oxidation. Knockout of heme oxygenase-1, an impor-
tant heme detoxifying enzyme, also enhanced organ dysfunction and mortality in 
this polymicrobial sepsis model.
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The mechanisms whereby cell-free hemoglobin is elevated in sepsis have not 
been fully elucidated but are likely multifactorial and variable from patient to patient 
(Box 23.1) [9]. In addition to factors that can increase RBC fragility in sepsis, RBCs 
may undergo immune-mediated injury, mechanical injury in the microcirculation or 
direct injury by pathogens or their toxins. Decrements in the production of scaveng-
ing proteins for hemoglobin and heme may also play a role in some patients. In 
support of this, lower serum haptoglobin and hemopexin levels are associated with 
worse outcomes in sepsis, particularly in patients with elevated circulating cell-free 
hemoglobin [10].

23.2.2  Mechanisms of Hemoglobin Toxicity

There are multiple molecular mechanisms whereby cell-free hemoglobin can be 
injurious (Box 23.2) [11]. These include nitric oxide depletion, damage-associated 
molecular pattern (DAMP) signaling, and oxidative injury. In addition, hemoglobin 
breakdown products including heme and free iron may have independent injurious 
effects. Nitric oxide depletion is thought to be the predominant mechanism leading 
to vascular disease in patients with chronic hemolytic conditions such as sickle cell 
disease, but other mechanisms of injury may be relevant as mediators of acute organ 
dysfunction in sepsis. For example, the oxidative potential of cell-free hemoglobin 
may be particularly amplified in sepsis. When hemoglobin is constrained to the 
reducing environment of the RBC, the central heme iron is in the reduced ferrous 2+ 
state. Release of cell-free hemoglobin into the extracellular compartment can lead 
to oxidation of heme iron to the ferric Fe3+ state or the highly reactive ferryl Fe4+ 
state [12]. High levels of ambient reactive oxygen species in sepsis can lead to high 
levels of oxidized Fe4+ hemoglobin, which can, in turn, drive lipid peroxidation.

Box 23.1 Potential mecha-
nisms of hemolysis in sepsis

Factors that can increase red blood cell (RBC) fragility or 
decrease deformability
Intercalation of lipopolysaccharide in the RBC membrane
Transfusion of RBCs after prolonged storage
Insufficient glucose supply
Immune-mediated RBC destruction
Complement activation
Transfusion reactions
Factors that can mechanically injure the RBC
Disseminated intravascular coagulation/microangiopathy
Microvascular stasis
Pathogen-mediated RBC injury
Loss of membrane lecithin (Clostridium perfringens)
Pore-forming toxins (Staphylococcus aureus, Escherichia 
coli, and others)
Direct infection of RBCs (malaria, babesiosis)
Other mechanisms
Induction of RBC apoptosis (eryptosis)
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23.2.3  Organ-Specific Effects of Cell-Free Hemoglobin

The acute effects of cell-free hemoglobin on organ function in sepsis have been best 
studied in the lung. In the isolated perfused human lung, the addition of cell-free 
hemoglobin to the perfusate at concentrations similar to those observed in sepsis 
patients increased vascular permeability, leading to pulmonary edema formation 
(Fig. 23.1) [13]. In vitro studies suggest that cell-free hemoglobin has direct effects 
on pulmonary microvascular endothelial permeability. Cell-free hemoglobin can 
also injure the lung epithelial barrier. In mice, direct intratracheal instillation of cell- 
free hemoglobin to target the lung epithelium was sufficient to induce acute lung 
injury as evidenced by air space inflammation and alveolar–capillary barrier disrup-
tion [14]. Direct effects of cell-free hemoglobin were also observed in a mouse lung 
type II epithelial cell (MLE-12) line; cell-free hemoglobin increased both pro-
inflammatory cytokine expression and epithelial paracellular permeability as mea-
sured by electrical cell-substrate impedance sensing. Similar pro-inflammatory 
effects of ferric hemoglobin were reported in human alveolar epithelial cells [15]. 
Chintagari et al. showed that hemoglobin induced mitochondrial dysfunction and 
depolarization in cultured alveolar epithelial type I-like cells and that this effect was 
potentiated by oxidation of the hemoglobin to the ferryl (Fe4+) state [16].

The kidney is also highly susceptible to hemoprotein-mediated injury. In patients 
with sepsis due to severe malaria, elevation of plasma cell-free hemoglobin was 
associated with an increased incidence of AKI [17]. Shaver et al. [18] reported that 
increasing circulating levels of cell-free hemoglobin by administration of intrave-
nous cell-free hemoglobin in a mouse model of polymicrobial intraperitoneal sepsis 
potentiated AKI as evidenced by decreased glomerular filtration rate (GFR), and 
increased kidney expression of the kidney injury markers, neutrophil 

Box 23.2 Mechanisms of hemoglobin toxicity

Reaction with nitric oxide (NO)
Consumes NO leading to vasoconstriction and endothelial dysfunction
Reaction of oxy-hemoglobin with NO generates ferric hemoglobin which can release free heme
Oxidation by peroxides
Generates ferric (Fe3+) and ferryl (Fe4+) hemoglobin and associated globin radicals
Globin radicals can drive lipid and protein peroxidation
Release of free heme from hemoglobin
Heme is a hydrophobic reactive protoporphyrin that can transfer to cell membranes and 
proteins
Free heme can oxidize low-density lipoprotein, triggering pro-inflammatory, and cytotoxic 
events
Heme-mediated signaling
Heme can bind Toll-like receptor (TLR)4, triggering pro-inflammatory signaling
Heme inhibits the proteasome
Heme can ligate the nuclear REV-IRB receptor, which regulates circadian rhythm, glucose 
metabolism, and adipogenesis
Extravascular translocation of hemoglobin
Extracellular hemoglobin forms small (32kD) αβ-chain dimers that can translocate to the 
vascular wall, kidney, and other tissues
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gelatinase-associated lipocalin (NGAL) and kidney injury molecule (KIM)-1. 
Mortality and sepsis severity scores were also increased by intravenous cell-free 
hemoglobin in that model. Exposure of human tubular epithelial kidney cells to 
cell-free hemoglobin caused direct cytotoxicity suggesting that cell-free hemoglo-
bin can cause direct renal tubular injury. Tubular injury is a key feature of sepsis-
induced AKI [19, 20].

23.3  Targeting Cell-Free Hemoglobin in Sepsis

23.3.1  Overview

Since release of cell-free hemoglobin into the circulation is a common feature of 
clinical sepsis and has been shown to cause organ dysfunction in experimental mod-
els, cell-free hemoglobin represents an important new therapeutic target in sepsis. 
There are multiple potential approaches to target cell-free hemoglobin in sepsis. 
Although prevention of the release of cell-free hemoglobin from erythrocytes in 
sepsis is an attractive upstream target, the mechanisms that promote elevated levels 
of cell-free hemoglobin in sepsis are likely multifactorial and are not well under-
stood [9]; thus, few interventions have been studied that could prevent cell-free 
hemoglobin release from erythrocytes. However, strategies that limit RBC transfu-
sion in sepsis may be indirectly beneficial by reducing inadvertent transfusion of 
cell-free hemoglobin, which is released by degradation of erythrocytes during blood 
bank storage prior to transfusion and by avoiding hemolysis of transfused 
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Fig. 23.1 Cell-free hemoglobin (CFH) increased pulmonary edema formation and vascular per-
meability in ex vivo isolated perfused lungs obtained from human organ donors. (a) CFH added to 
the perfusate (100 mg/dl) in the presence of hyperoxia (FiO2 0.95) results in persistent weight gain 
over time, indicative of the formation of pulmonary edema, n = 5 per group, ∗p = 0.047 versus 
control. (b) CFH increased vascular permeability as evidenced by extravasation of Evans blue 
labeled albumin into bronchoalveolar lavage fluid, n = 5 per group, ∗p = 0.027 versus control at 
2  h. Comparisons were made between control and CFH groups by Mann–Whitney U tests 
(Reproduced from [13] with permission)
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erythrocytes. Strategies to increase scavenging of cell-free hemoglobin and to 
decrease cell-free hemoglobin-mediated oxidation have been the best studied and 
will be described below.

23.3.2  Haptoglobin

Release of cell-free hemoglobin into the circulation in sepsis can overwhelm endog-
enous scavenger mechanisms. One approach to reduce circulating levels of cell-free 
hemoglobin in sepsis is the administration of exogenous scavenger proteins that can 
bind to cell-free hemoglobin or free heme and promote cellular uptake and degrada-
tion. Haptoglobin is the primary endogenous scavenger protein for cell-free hemo-
globin. Haptoglobin binds with high affinity to the intact hemoglobin molecule, 
sequestering cell-free hemoglobin in the intravascular space. Once bound, hapto-
globin delivers cell-free hemoglobin to scavenger cells of the reticuloendothelial 
system via binding to the CD163 receptor. Receptor binding leads to endocytosis of 
the haptoglobin–hemoglobin complex with subsequent breakdown of the hemoglo-
bin. Although haptoglobin is an acute phase protein in humans, haptoglobin levels 
are highly variable in sepsis. In a study of 387 patients with sepsis and organ dys-
function, lower haptoglobin levels were independently associated with higher hos-
pital mortality [10]. This finding was most robust in patients with elevated plasma 
cell-free hemoglobin, suggesting that circulating haptoglobin is critical for limiting 
the toxicity of cell-free hemoglobin in clinical sepsis.

A number of experimental studies support the therapeutic potential of haptoglo-
bin supplementation in conditions associated with elevated cell-free hemoglobin. 
In normal guinea pigs and mice, haptoglobin supplementation blocked the toxic 
effects of transfusion-related cell-free hemoglobin on the heart and kidneys and 
improved survival [21–23]. In a canine model of severe Staphylococcus aureus 
pneumonia with shock and respiratory failure, purified human haptoglobin admin-
istration improved survival, and reduced vasodilatory shock, lung injury scores, 
and circulating levels of non-transferrin bound iron compared to infusion of human 
albumin [24]. These findings were accentuated in the setting of superimposed 
exchange transfusion, which was used to increase circulating cell-free hemoglobin 
levels, suggesting that the benefit of haptoglobin supplementation was related pri-
marily to improved scavenging of cell-free hemoglobin. Haptoglobin administra-
tion was also protective in a neonatal mouse model of necrotizing enterocolitis. In 
this study, necrotizing enterocolitis was induced by RBC transfusion after prema-
ture pups were rendered anemic with serial phlebotomy to mimic the clinical 
observation that human neonatal necrotizing enterocolitis is associated with ante-
cedent RBC transfusion for anemia and may be mediated in part by increases in 
cell-free hemoglobin [25].

Purified human haptoglobin has been in commercial use in Japan for the treat-
ment of hemolysis due to extracorporeal circulation, burn injuries, and trauma with 
massive transfusions since 1985. Data from two small prospective studies and a 
larger observational study in patients undergoing CPB surgery suggest potential 
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protective effects of exogenous haptoglobin administration on the kidneys but larger 
prospective trials are needed [26–28]. To date, there have not been any interven-
tional clinical trials of haptoglobin supplementation in humans with sepsis.

23.3.3  Hemopexin

Hemopexin is the endogenous scavenger for the free heme moiety of cell-free 
hemoglobin. Hemopexin is synthesized by the liver and is normally present in the 
circulation in high concentrations. Hemopexin has a very high affinity for heme. 
Once bound to hemopexin, heme is delivered to macrophages of the reticuloendo-
thelial system through the CD91 receptor, preventing the pro-oxidant and pro-
inflammatory effects of heme. Heme binding by hemopexin also prevents heme 
from intercalating in the plasma membrane where it can drive lipid peroxidation 
[29]. Binding of hemopexin to CD91 leads to internalization of the hemopexin-
heme complex with the degradation of heme by heme oxygenase-1 and degradation 
or recycling of hemopexin.

In humans, normal circulating hemopexin levels are 1–2 mg/ml. In 387 patients 
with sepsis, the median plasma hemopexin level was only 0.591 mg/ml [10] and 
lower levels were seen in non-survivors of sepsis across several studies [8, 10, 30]. 
Low levels of hemopexin and hemopexin-to-heme ratio have also been observed in 
children with malaria [31].

The therapeutic potential of exogenous hemopexin in sepsis has been explored in 
animal models. Although hemopexin levels were increased in a variety of mouse 
models of severe inflammation including endotoxemia, burn wound infection and 
peritonitis [32], intravenous hemopexin administration reduced pro-inflammatory 
cytokine expression, nuclear-factor kappa B (NF-κB) activation, acute lung injury, 
and mortality in a mouse model of sepsis induced by intraperitoneal injection of 
endotoxin [33]. Hemopexin has not been tested in clinical trials.

23.3.4  Acetaminophen

Acetaminophen has a number of pharmacologic mechanisms, such as inhibition of 
prostaglandin H2 synthetase and cyclooxygenase, which are used to treat pain and 
fever [34, 35]. In addition, it has recently been discovered that acetaminophen at 
safe, clinically relevant doses can reduce the Fe4+ in ferryl cell-free hemoglobin to 
the less reactive Fe3+ form [12, 36, 37]. The specificity of acetaminophen for ferryl 
cell-free hemoglobin reduction is due to structural similarity between the heme 
moiety of cell-free hemoglobin and the peroxidase moiety of cyclooxygenase [12]. 
This unique hemoprotein reductant activity is not present in nonspecific antioxi-
dants such as vitamin E and N-acetyl cysteine at doses that have been studied in 
clinical sepsis and ARDS [38–40]. Thus, acetaminophen has the potential to target 
cell-free hemoglobin-mediated organ dysfunction in sepsis where other antioxi-
dants have failed.
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In a rat model of AKI due to rhabdomyolysis-induced release of the hemoprotein 
myoglobin, treatment with acetaminophen before or after rhabdomyolysis induc-
tion reduced oxidative injury as measured by F2-Isoprostanes (a product of lipid 
peroxidation), and markedly reduced AKI [12]. Acetaminophen also blocked the 
effects of cell-free hemoglobin on vascular permeability and pulmonary edema for-
mation in the isolated perfused human lung (Fig. 23.2) [13]. In an observational 
study of 391 sepsis patients [5], clinical use of acetaminophen was independently 
associated with decreased in-hospital mortality (OR 0.48, 95%CI 0.25–0.91), and 
lower levels of plasma F2-Isoprostanes even after accounting for potential con-
founders; this effect was only evident in patients with elevated plasma cell-free 
hemoglobin [5]. The protective effect of acetaminophen on cell-free hemoglobin- 
induced AKI is further supported by a recent observational study [41] in two sepa-
rate cohorts of pediatric patients undergoing congenital heart surgery, most with the 
use of CPB.  Clinical use of acetaminophen use was independently and dose- 
dependently associated with less postoperative AKI.

Acetaminophen has also been tested in several small clinical trials that collec-
tively suggest a beneficial effect of acetaminophen on hemoglobin-mediated oxida-
tive injury. In a phase 2a randomized placebo-controlled clinical trial of 
acetaminophen in 40 patients with severe sepsis and elevated levels of plasma cell- 
free hemoglobin (measured at enrollment), enteral acetaminophen (1 g every 6 h for 
3 days) significantly reduced oxidative injury as measured by plasma F2- isoprostanes, 
and AKI as measured by serum creatinine [42]. Acetaminophen also had favorable 
effects on plasma levels of lipid peroxidation products in two clinical trials in chil-
dren and adults undergoing cardiac surgery with CPB, a potent inducer of cell-free 
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Fig. 23.2 Acetaminophen (APAP), a specific hemoprotein reductant, attenuates microvascular 
permeability caused by cell-free hemoglobin in isolated perfused human lungs obtained from 
organ donors. (a) Ex vivo human isolated perfused lungs inflated with 95% O2 had less weight gain 
over time after APAP (15 μg/ml) therapy compared to cell-free hemoglobin (CFH, 100 mg/dl) 
alone. Each line connects lung weight change for paired donor lungs subjected to CFH and 
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prevented extravasation of Evans blue-labeled albumin into the airspace, p = 0.043 by Wilcoxon 
rank sum testing (Reproduced from [13] with permission)
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hemoglobin release [43, 44]. Finally, a randomized clinical trial in severe falci-
parum malaria, which causes RBC lysis and high levels of plasma cell- free hemo-
globin, also showed a clear beneficial effect of acetaminophen on both lipid 
peroxidation and AKI [45]. Notably, all of these trials specifically targeted patients 
with either predicted or measured elevations of cell-free hemoglobin, highlighting 
the potential for plasma levels of cell-free hemoglobin to be used as a tool for pre-
dictive enrichment in clinical trials to target cell-free hemoglobin in sepsis.

23.3.5  Other Potential Therapies

Several other therapeutic agents have the potential to target cell-free hemoglobin- 
mediated injury in sepsis but are less well studied. Vitamin C (ascorbic acid) has 
hemoprotein reductant activity and can prevent the increase in endothelial permea-
bility induced by exposure of human endothelial cells to cell-free hemoglobin [46]. 
Vitamin C has also shown some promise in some clinical trials in sepsis [47] and 
ARDS, but whether this is related to effects on circulating cell-free hemoglobin is 
not known. Therapies that target free iron might also be beneficial in the setting of 
elevated cell-free hemoglobin levels in sepsis.

23.3.6  Current Barriers to Cell-Free Hemoglobin-Targeted 
Therapeutics

To use circulating cell-free hemoglobin levels as a tool for predictive enrichment of 
sepsis clinical trials of therapies that target the injurious effects of elevated cell-free 
hemoglobin, rapid point-of-care measurement of circulating cell-free hemoglobin is 
needed. Currently, there is no rapid bedside test available for cell-free hemoglobin. 
Although HemoCue® America markets a point-of-care device that can measure low 
levels of cell-free hemoglobin (HemoCue® Plasma/Low Hb System), this device is 
optimized for blood banking rather than measurement of the relatively low levels of 
plasma cell-free hemoglobin that have been documented in sepsis patients. Although 
other methods are available for measurement of plasma cell-free hemoglobin, none 
are rapidly available at the bedside for clinical trial enrollment.

23.4  Conclusion

Sepsis is a heterogeneous clinical syndrome that has defied all attempts to identify 
effective pharmacologic therapies. A growing body of evidence suggests that an 
elevated level of circulating cell-free hemoglobin is a feature of some, but not all 
patients with sepsis. Cell-free hemoglobin can cause tissue injury and organ dys-
function through a variety of injurious mechanisms. The kidney and lung appear to 
be particularly vulnerable to cell-free hemoglobin-mediated injury. A number of 
potential therapies to target cell-free hemoglobin in sepsis have been identified 
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including haptoglobin, hemopexin, and acetaminophen. Measurement of cell-free 
hemoglobin levels at the bedside has the potential to facilitate predictive enrichment 
for therapeutic trials of these cell-free hemoglobin-targeted therapeutics in sepsis 
such that only patients with elevated cell-free hemoglobin who would be most likely 
to benefit would be enrolled. However, rapid, accurate bedside tests for plasma cell- 
free hemoglobin will need to be developed in order for such trials to move 
forward.
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24.1  Introduction

During the last 20 years, the fields of microbiology and infectious diseases have 
faced a paradigm shift thanks to the discovery of the complex interactions between 
the host, its immune system, its microbiome, and various pathogens. In fact, the 
development of various techniques, such as metagenomics, metatranscriptomics, 
metaproteomics, and metabolomics, has let scientists discover the inner structure 
of human genetic composition. The human microbiome has been defined as the 
collective genome of millions of bacteria, viruses, and fungi that exists on every 
human host. It plays an elegant mutualistic relationship with the human host from 
birth [1]. Specifically, the human gastrointestinal tract contains trillions of bacteria 
that compose a complex ecosystem known as the intestinal microbiota that has 
relevant implications in human health and disease, especially in the hospital setting 
[2]. Resident microbiota can outcompete pathogens for space, metabolites and 
nutrients, and can inhibit pathogens with the calibration of the host immune 
response. Perturbation of these mechanisms is a common starting point for infec-
tion, with antibiotic therapy representing the most common cause of microbiome 
dysregulation [3].

The interaction between sepsis and the microbiome has been defined as an 
“incompletely understood bi-directional relationship.” Some evidence has shown 
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that a diverse and balanced gut microbiota is able to enhance host immunity to both 
enteric and systemic pathogens and that disturbance of this balance potentially leads 
to increased susceptibility of sepsis. On the other hand, other studies have shown 
that the composition of the intestinal microbiota is severely affected by sepsis and 
its treatment, but the clinical consequences of these disturbances need to be further 
investigated. In this chapter, we provide an overview of the mechanisms through 
which gut microbiota can contribute to both susceptibility and outcome of sepsis. 
We will then describe potential therapeutic effects of interventions on the gut micro-
biome in the setting of septic and critically ill patients.

24.2  Mechanisms of Dysbiosis in Sepsis

During recent years, resident gut microbial flora has been identified as a key factor 
in a broad range of functions, such as food digestion, hormone production, and 
immune system development. Moreover, it has been demonstrated that a condition 
of disturbance of the gut microbiota, also termed “dysbiosis,” can definitely influ-
ence host susceptibility to infections.

In general, the gut microbiota consists of three domains of life: bacteria, 
archaea, and eukarya. The human gut microbiota has a large variety of bacte-
rial species—around 200 dominant species and 1000 non-dominant species—and 
they vary across individuals. The diversity within an individual’s microbiota is 
known as alpha diversity, whereas different composition between individuals 
is called beta diversity. Four phyla represent most of the microbiota members: 
Bacteroidetes, Firmicutes, Actinobacteria, and Proteobacteria, the former and 
the latter accounting for more than 90% of the bacterial population of the colon. 
The bacteroidetes phylum is composed of Gram-negative, rod-shaped bacte-
ria that digest complex polysaccharides with the release of volatile short-chain 
fatty acids that regulate intestinal epithelial cell growth as well as differentia-
tion and stimulation of the immune system. The Firmicutes phylum is composed 
mainly of Gram-positive bacteria that can form endospores (Clostridia class). 
These bacteria release butyrate, promoting intestinal epithelial health and induc-
ing colonic T regulatory cells. However, these phyla contain clinically relevant 
members such as Bacteroides fragilis, Clostridium perfringens, Clostridium dif-
ficile, Enterococcus spp., and Streptococcus spp. that can cause sepsis and fatal 
outcome during intestinal dysbiosis [2]. As the composition of the gut microbiota 
is specific for each person, dysbiosis can be interpreted as a relative change in 
the composition of an individual’s commensal microbiota compared with others 
in the community, which can be loss of beneficial microbiota, increased patho-
genic microbiota or decreased microbiota variety. Several mechanisms present-
ing during gut barrier dysfunction can be considered both a result and a cause 
of sepsis development: the increased permeability of gut mucosa, tissue edema, 
reduced perfusion, dysregulation of tissue coagulation, shift in the gut microbi-
ome, apoptotic damage to the mucosal epithelia, and bacterial translocation. Gut 
mucosal perfusion is reduced during sepsis, which produces destruction of the 
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mucosal barrier and increased permeability [4]. Transmigration of bacteria and 
endotoxin can induce relevant systemic effects, inducing an immune response in 
the local gut-associated lymphoid tissue (GALT), which in turn activates Toll-like 
receptor (TLR)4 and priming neutrophils, causing remote lung injury, explain-
ing the appearance of acute respiratory distress syndrome (ARDS) during sepsis 
[5]. The dysregulation between diverse resident bacterial populations in the gut 
can lead to a “pathobiome” that finally dysregulates the immune system [6] (Box 
24.1). Indeed, in critically ill patients, hypoxic injury, disrupted epithelial perme-
ability, altered gut motility, and treatment with vasopressors, parenteral nutrition, 
and opioids facilitate the expansion of pathobionts, including multidrug- resistant 
(MDR) bacteria [7]. Commonly, the gut microbiome of septic intensive care unit 
(ICU) patients demonstrates a loss of microbial richness and diversity, dominance 
of a single taxon (often a potential pathogen), and loss of site specificity with 
isolation of the same organism at multiple sites [8]. The duration of ICU dysbio-
sis, the clinical impact of dysbiosis, and phenotypes of critically ill patients more 
prone to develop it are all aspects that need to be clarified.

24.3  Dysbiosis as a Potential Risk Factor for Sepsis

It is generally assumed that sepsis mortality is due to an immunologic disorder, 
where the causative pathogen is considered irrelevant once the deregulated immune 
response has begun [10]. As a healthy gut microbiota has been demonstrated to 
have protective effects on the host and to prevent colonization with MDR bacteria, 
several researchers have hypothesized that shifts in microbiota composition poten-
tially predispose patients to a state of immunosuppression and thus increase the 
risk of sepsis.

In an animal model of mice fed with an obesogenic Western diet, a diet high in 
fat and sucrose and low in fiber, it has been recently demonstrated that they become 

Box 24.1 Glossary of terms

Microbiome Collective genome of millions of bacteria, viruses, and fungi that exists on 
every human host

Microbiota The totality of microbial genomes in a definite host or organ
Pathobiome The dysregulation between diverse resident bacterial populations in the gut
Dysbiosis Condition of disturbance of gut microbiota
Metagenomics The study of the collective genomes of a given community of microorganisms
Metabolomics The study of the total small metabolites present in a given environment
Alpha 
diversity

The diversity within an individual’s microbiota

Beta diversity Different composition of microbiota between individuals
Prebiotics Nutrients that favor the growth and predominance of beneficial microbes and 

their inherent functions
Probiotics Live microorganisms which, when administered in adequate amounts, confer a 

health benefit on the host
Synbiotics Combination of probiotics and prebiotics

Adapted from [9]
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susceptible to lethal sepsis with multiple organ damage after exposure to antibiotics 
and an otherwise-recoverable sterile surgical injury. Analysis of the gut microbiota 
in this model demonstrated that the Western diet alone led to loss of Bacteroidetes, 
increased Proteobacteria, and had evidence of antibiotic resistance development 
even before antibiotics were administered. In this elegant work, it was clearly shown 
how the selective pressures of diet, antibiotic exposure, and surgical injury can con-
verge on the microbiome, resulting in lethal sepsis and organ damage without the 
introduction of an exogenous pathogen [11].

A similar recent study conducted by Napier and colleagues, while confirming the 
effect of Western diet on disease state and outcomes of a lipopolysaccharide (LPS)-
driven sepsis model, found that this relationship was independent of the microbi-
ome. Indeed, they demonstrated that Western diet-fed mice had higher baseline 
inflammation and signs of sepsis-associated immunoparalysis compared with mice 
fed with standard fiber-rich chow. Western diet mice also had an increased fre-
quency of neutrophils, some with an “aged” phenotype, in the blood during sepsis 
compared with standard fiber-rich mice. Importantly, they found that the Western 
diet- dependent increase in sepsis severity and higher mortality was independent of 
the microbiome, suggesting that the diet may be directly regulating the innate 
immune system through an unknown mechanism [12].

This preclinical observation has been confirmed by some limited clinical studies 
in which patients who developed sepsis showed an altered microbiota pattern at 
baseline. In a recent study, differences in the gut microbiota and plasma LPS level 
were evaluated in 32 patients who underwent splenectomy and 42 healthy individu-
als. The splenectomy group was divided into three subgroups according to the 
length of their postoperative time. Significant differences were observed in gut 
microbiota composition measured by 16s rRNA gene sequencing with regard to the 
relative bacterial abundances of 2 phyla, 7 families, and 15 genera. The LPS level 
was significantly higher in the splenectomy group than in healthy controls and was 
negatively associated with five bacterial families with low abundance in the sple-
nectomy group. Interestingly, the degree of gut microbiota alteration increased with 
the length of the postoperative time [13]. Similarly, a seminal study showed that 
patients undergoing allogeneic bone marrow transplantation who developed 
antibiotic- induced dysbiosis had a five- to ninefold increased risk of bloodstream 
infection and sepsis [14]. These observations were confirmed by a retrospective 
cohort study including over 10,000 elderly patients in the United States and show-
ing that dysbiosis was associated with a more than threefold increased incidence of 
a subsequent hospitalization for sepsis [15]. Expanding on these findings, Baggs 
et al. recently showed that exposure to longer durations of antibiotics, additional 
classes of antibiotics and broader-spectrum antibiotics during hospitalization were 
each associated with dose-dependent increases in the risk of subsequent sepsis. This 
association was not found for other causes of hospital readmissions, suggesting that 
the association between antibiotic exposure and subsequent sepsis is related to 
microbiome depletion, not to severity of illness [16].

Accumulating evidences thus indicate that gut microbiota disruption may 
increase the risk of sepsis; future innovations focused on restoring or protecting the 
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gut microbiota from disruption might become a possible approach for preventing 
sepsis, especially in fragile populations.

24.4  The Gut Microbiota as a Predictor of Clinical Outcome 
in Sepsis

The transition of a microbiome into a pathobiome has also been hypothesized to be 
a driver of severe outcome and mortality from sepsis, at least in part by the ability 
of invading bacteria to act as antigens and thus modulate the host immune response.

In animal models, the effect of the gut microbiome on sepsis outcome has been 
clearly demonstrated by different studies. In a well-designed recent study, sepsis 
evolution was analyzed in genetically identical, age- and sex-matched mice obtained 
from different vendors and subjected to cecal ligation and puncture (CLP), the most 
frequently used model of sepsis [17]. Beta diversity of the microbiome measured 
from feces of mice coming from two different laboratories demonstrated significant 
differences and, more importantly, mice from the first lab had significantly higher 
mortality following CLP, as compared to mice from the second lab (90% vs. 53%). 
Differences were also found in immune phenotypes in splenic or Peyer’s patch lym-
phocytes. To verify if the differences in the microbiome were responsible for the 
different outcomes, mice were co-housed for 3 weeks, after which they assumed a 
similar microbiota composition. Interestingly, co-housed mice had similar survival 
regardless of their vendor of origin and differences in immune phenotype disap-
peared. This elegant experiment clearly shows that the microbiome plays a crucial 
role in survival from and in the host immune response to sepsis, representing a 
potential target for therapeutic intervention.

Clinical studies also confirmed the observation that outcome of sepsis could be 
influenced by gut microbiota disruption. In the ICU setting, Shimizu et al. quantita-
tively measured changes in gut microbiota in patients with systemic inflammatory 
response syndrome (SIRS). These patients had 100–10,000 times fewer total anaer-
obes, including Bifidobacterium and Lactobacillus, and 100 times more 
Staphylococcus bacteria compared with healthy volunteers. An important finding of 
this study was that the dominant factors associated with mortality and septic com-
plications were the numbers of total obligate anaerobes [6]. To evaluate the effect of 
dynamics of the gut microbiome, a single-center study prospectively analyzed 12 
ICU patients and showed that changes in the gut microbiota can be associated with 
patient prognosis [18]. Indeed, the proportions of Bacteroidetes and Firmicutes sig-
nificantly changed during the stay in the ICU, and “extreme changes” in the 
Bacteroides/Firmicutes ratio were observed in almost all the patients with a poor 
prognosis, suggesting a correlation between alteration in gut microbiota composi-
tion and sepsis outcome [18].

The gut has been also hypothesized to be “the motor” of multiple organ dysfunc-
tion syndrome (MODS), as reviewed by Klingensmith and Coopersmith [19]. 
Indeed, evidence from models of murine sepsis and from human patients with 
ARDS has shown that the lung microbiota is enriched by bacteria translocating 
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from the gut. Importantly, the presence of these bacteria, such as Bacteroides spp, is 
associated with the grade of systemic and local inflammation [20]. Moreover, pre-
liminary studies performed in mice and in patients dying from sepsis suggest that 
microbial translocation from the gut can be related to neuro-inflammation in sepsis 
[21]. All these observations provide evidence that dysbiosis observed during sepsis 
could potentially contribute to worsening inflammation and consequently severe 
clinical outcome. However, well-designed human clinical studies are still needed as 
our current knowledge of the consequences of ICU-related dysbiosis in clinical 
practice is limited.

24.5  Modulation of the Microbiota as Potential Therapeutic 
Immunonutrition

Probiotics are considered as living microorganisms, which, in adequate amounts, 
can induce health benefits to the human host. Among them, the genera Lactobacillus 
and Bifidobacterium are the most widely used. Probiotics have been increasingly 
applied and studied in different clinical applications. Probiotics have been hypoth-
esized to reduce the risk of disease through competition for binding locus and nutri-
ents with pathogens, producing bacteriocins to kill pathogens, synthesizing IgA to 
support immune responses and reducing inflammation. Prebiotics are defined as a 
non-digestible food ingredient that beneficially impacts the host by stimulating the 
growth and/or activity of a limited number of bacterial species in the gut. Synbiotics 
are composed of probiotics and prebiotics.

In the context of sepsis models and ICU patients, probiotics have been studied and 
evaluated in terms of sepsis evolution and subsequent outcome. A study by Chen and 
coauthors reported that prophylactic administration of a probiotic bacterial species in 
a septic mouse model effectively reduced mortality [22]. More recently, a study con-
ducted on a model of septic mice specifically demonstrated that after the onset of 
sepsis, there was an appearance of opportunistic gut pathogens such as 
Staphylococcaceae and Enterococcaceae and a disappearance of beneficial 
Prevotellaceae [23]. Relative abundance of potentially pathogenic commensals was 
associated with more severe immune responses during sepsis, demonstrated by 
higher peripheral pro-inflammatory cytokine levels, gut epithelial cell apoptosis, and 
disruption of tight junctions. Interestingly, in animals pre-treated with Lactobacillus 
rhamnosus GG, opportunistic pathogens decreased or even disappeared, while ben-
eficial bacteria, such as Verrucomicrobiaceae, increased, promoting inhibition of gut 
epithelial cell apoptosis and tight junction formation. Moreover, in a novel in vitro 
gut model to study Candida pathogenicity, the introduction of a microbiota of antag-
onistic lactobacilli emerged as a significant factor for protection against C. albicans-
induced necrotic damage, with a time-, dose-, and species-dependent protective 
effect of probiotics against C. albicans-induced cytotoxicity [24].

Use of prebiotics/probiotics/synbiotics in clinical ICU studies has been evalu-
ated in many small studies in different populations (summarized in Table 24.1): (1) 
to prevent infections, especially in the context of postoperative and mechanically 
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ventilated patients; (2) to improve outcome of sepsis; (3) to restore gut commensals 
after sepsis to reduce late infections and subsequent mortality.

Administration of probiotics and synbiotics had been demonstrated to reduce 
infectious complications, and meta-analyses suggest that probiotics are safe and effec-
tive at preventing infection in both postoperative and mechanically ventilated patients 
[25, 26]. However, various concerns have been raised regarding the type and optimal 
dose of probiotic therapy, as well as the small size of the individual studies. Morrow 
et al., in the most rigorous study, reported that the incidence of ventilator-associated 
pneumonia (VAP) in patients treated with L. rhamnosus GG was significantly lower 
than in controls (19.1% vs. 40.0%) in 138 ICU patients. Moreover, probiotic adminis-
tration significantly reduced oropharyngeal and gastric colonization by pathogenic 
species [27]. However, other clinical reports showed no significant difference in the 
occurrence of VAP in the ICU [28]. In a recent randomized controlled study, the effect 
of prophylactic synbiotics on gut microbiota and on the incidence of infectious com-
plications including enteritis, VAP, and bacteremia was evaluated in mechanically 
ventilated patients with sepsis. Seventy-two patients completed the trial, of whom 35 

Table 24.1 Immunonutrition in critically ill patients: clinical settings, outcomes, and research 
gaps

Clinical settings Products Outcomes Research gaps
Mechanically 
ventilated patients

Probiotics
Synbiotics

Incidence of VAP Choice of probiotics/synbiotics; 
dosing and route of administration
VAP definition
Adverse effects evaluation
Paucity of data on the effect on 
MDR colonization

Elective surgery/
trauma

Probiotics
Synbiotics

Incidence of 
postoperative/post- 
traumatic infections

Paucity of data on microbiota 
before surgery
Choice of probiotics/synbiotics; 
dosing and route of administration
Adverse effects evaluation

Pre-term infants Probiotics
Synbiotics

Incidence of sepsis
Incidence of necrotizing 
enterocolitis

Impact of type of feeding (mother’s 
milk, donor milk, formula)
Evaluation of impact of human milk 
oligosaccharides on microbiome
Choice of single probiotic strain 
versus multiple strains
To address the risk of probiotic- 
related sepsis and transmission of 
antibiotic resistance
To address the risk of cross- 
colonization or cross-contamination

ICU patients Probiotics
Synbiotics

Incidence of new 
infections
Mortality
ICU length stay

Choice of probiotics/synbiotics; 
dosing and route of administration
To address short- and long-term 
effects on gut microbiome
To address candidate populations 
and timing of administration

VAP ventilator-associated pneumonia, MDR multidrug resistant, ICU intensive care unit
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patients received synbiotics and 37 patients did not. In the synbiotics group, the inci-
dence of enteritis and the incidence of VAP were significantly lower compared to 
controls. The incidence of bacteremia and mortality, however, did not differ signifi-
cantly between the two groups [29]. Currently, we are waiting for the results of a large 
randomized placebo-controlled study [30] aimed to determine the effect of L. rham-
nosus GG on the incidence of VAP and other clinically important outcomes (C. diffi-
cile infection, secondary infections, diarrhea) in critically ill mechanically ventilated 
patients (Clinicaltrials.gov Identifier: NCT02462590).

Several studies have assessed the role of probiotics in other populations, such as 
pre-term and underweight children, finding no differences in sepsis incidence and 
mortality, indicating that the potential effects of microbiota restoration are not uni-
formly conserved across populations and settings [31, 32]. Interestingly, a recent 
randomized, double-blind, placebo-controlled trial testing an oral synbiotic prepa-
ration (Lactobacillus plantarum plus a fructooligosaccharide) in healthy, term- 
neonates in India was interrupted early because of a reduction of 40% in death and 
sepsis in the treatment arm [33].

The last frontier in the context of immunonutrition is the development of next- 
generation probiotics able to selectively inhibit specific pathogens, such as C. diffi-
cile and MDR bacteria, in order to administrate a target population that would 
support colonization resistance and prevent infections and sepsis [34].

24.6  Fecal Microbiota Transplantation

Fecal microbiota transplantation (FMT) consists of administering fecal material 
from a healthy donor into the intestinal tract of a patient with an altered gut micro-
biota to restore its functions. Clinician interest in this treatment was renewed in 2013 
with publication of the results of a randomized controlled trial showing the substan-
tial superiority of FMT over standard care in the treatment of recurrent C. difficile 
infections [35]. Based on the absolute number of introduced bacteria, FMT is thought 
to be the most powerful immunomodulatory tool. In animal models, FMT alone is 
capable of restoring bacterial communities in cecal crypts, which act as a reservoir of 
commensal bacteria to restore the intestinal epithelium. Crypts are also crucial in 
protecting intestinal stem cells and in preservation of immunological pathways by 
enhancing the expression of nod-like and Toll-like receptors. Depletion of commen-
sal organisms in crypts enhances pathogen proliferation, which can result in severe 
inflammation and disruption of homeostasis. Another potential advantage of FMT is 
that, along with the transfer of bacterial communities, other products (short-chain 
fatty acids, bile acids, eukaryotic, and prokaryotic viruses) are introduced to the 
intestinal ecosystem, leading to a complete restoration of homeostasis [36].

The rationale for use of FMT in critical illness is fascinating and promising. 
However, its application in clinical practice among ICU patients is unexplored. We 
believe that FMT can have a potential role in critical patients in two directions: (1) 
restoration of ICU-associated dysbiosis and (2) implementation of gut decoloniza-
tion of MDR organisms. In fact, the introduction of a high burden of commensal 
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bacteria may reverse resistant pathobiont dominance and even decrease the antibi-
otic resistance genes present in the microbiome (resistome) [37]. However, only five 
cases have been described in which FMT has been employed to address disruption 
of the microbiota in the ICU. All these cases showed that treatment with FMT led 
to a successful reversal of dysbiosis, with subsequent improvement in outcome. In 
addition, some cases noted a steep decrease in inflammatory mediators and normal-
ized Th1/Th2 and Th1/Th17 ratios following FMT.  Apart from difficulties with 
extrapolating the data derived from these case reports to the general ICU popula-
tion, we are far from obtaining conclusive evidence that restoration of dysbiosis by 
FMT in critical illness is beneficial. However, given the promising results of FMT 
learned from C. difficile treatment experience, clinical trials are needed to imple-
ment a microbiota-targeted approach.

Colonization with MDR bacteria is a leading cause of sepsis complications espe-
cially among vulnerable ICU patients [38]. The use of FMT for this purpose has 
been evaluated in different case series, retrospective and prospective studies, high-
lighting that this approach can be feasible safe and effective [39]. Results cannot be 
easily analyzed because of the high risk of bias in smaller studies, but in a recent 
review that considered only studies with low and moderate risk of bias, an eradica-
tion rate between 37.5% and 87.5% was described [40]. However, results of differ-
ent studies cannot be conclusive because of different patient populations (with the 
most commonly organisms isolated pre-FMT being carbapenem-resistant 
Enterobacteriaceae [CRE], vancomycin-resistant Enterococci [VRE], and 
extended-spectrum β-lactamase [ESBL]-producing bacteria, and also Pseudomonas, 
methicillin-resistant S. aureus [MRSA], and Acinetobacter, and differences in route 
of administration, choice of donors, and length of follow-up [39]. Recently, a ran-
domized controlled trial has been completed showing that patients given non- 
absorbable oral antibiotics followed by FMT had a slight decrease in ESBL and 
CRE colonization compared with control patients, although without reaching statis-
tical significance. The unfavorable results are potentially due to the study design 
(two different routes of FMT in the interventional group and contemporary antibi-
otic administration may have influenced carriage in the interventional group) and 
early trial termination [41]. However, it is important to note that so far none of the 
published studies has been conducted in ICU patients. Until now, only one pilot 
study is ongoing among ICU patients with a prevision of enrollment of 10 mechani-
cally ventilated patients with MDR colonization (Clinicaltrials.gov Identifier: 
NCT03350178).

Various concerns specific to ICU patients have been raised in addition to other 
unanswered questions regarding FMT itself (e.g., transmission of pathogens, dose, 
route, and long-term safety), as well as several practical aspects that need to be 
investigated. First, we do not know which candidate population of septic patients is 
best and what the correct timing of FMT administration is in relation to antibiotic 
use because of the risk of nullifying the effects of transplantation.

A microbiota suspension as a fecal filtrate transfer (FFT) seems to maintain the 
ability to stimulate host responses via pattern recognition receptors enabling eco-
logic niches to be modified for outgrowth of existing beneficial bacteria or even 
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successful novel colonization [42]. This characteristic, together with a possibility to 
create a capsule, can increase the chances of successful FMT application even dur-
ing antibiotic treatment, reducing also the potential risk of instillation of large bac-
terial burdens among immunocompromised patients.

Furthermore, more experience is crucial to evaluate what is the best route of 
administration (colonoscopy or enema vs nasogastric tract) and use of autologous 
vs heterologous transplantation. Colonoscopy or enema are the most commonly 
used methods of stool delivery. A randomized study found that FMT using the naso-
gastric tract was less effective than colonoscopy [43]. Expert opinion tends to favor 
colonoscopy because of its ability to visualize the entire colon and to deliver larger 
amounts of stool near the affected pathological segment of the bowel [44]. Moreover, 
non-inferiority of capsule use over colonoscopy was demonstrated in a randomized 
study [45].

Finally, the use of autologous vs heterologous FMT needs to be clarified because 
autologous FMT can have a higher potential application in the ICU setting among 
patients receiving solid or hematopoietic transplant in an attempt to prevent infec-
tions after a period of dysbiosis.

In conclusion, we believe that the potential benefits from FMT (regarding the 
control of MDR bacteria and C. difficile infection) justify the investigation of this 
promising approach in ICU patients.

24.7  Conclusion and Future Perspectives

Despite the impressive achievement that has been made in knowledge of the micro-
biome, there is still a huge gap about the microorganisms that reside outside the gut 
and interactions of bacteria with viruses, archeae, helminths, fungi, and protozoa, 
which influence each other and in turn regulate the host. In the context of critically 
ill septic patients, we need large human cohort studies that document microbiota 
composition, prior to, during and after an episode of sepsis in order to identify pro-
tective commensals and microbiota potentially associated with increased suscepti-
bility and worse outcome.

At the same time, new treatment opportunities are gaining space in clinical prac-
tice, including the addition of a probiotic, or by tailoring microbiome therapy and 
selecting specific commensal repletion that could target a specific infectious dis-
ease. In this setting, human studies and randomized clinical trials are challenging 
but still fundamental in order to translate basic research into innovative paradigms.
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25.1  Introduction

The use of extracorporeal membrane oxygenation (ECMO) to support patients with 
severe respiratory, cardiac, or combined cardiopulmonary failure has dramatically 
increased in little more than a decade [1]. Advancements in ECMO circuit technol-
ogy, coupled with the encouraging global experience with ECMO during the 2009 
influenza A (H1N1) pandemic and the publication of the Efficacy and Economic 
Assessment of Conventional Ventilatory Support versus Extracorporeal Membrane 
Oxygenation for Severe Adult Respiratory Failure (CESAR) trial, largely drove this 
increase, resulting in widespread adoption of ECMO as a support technology for 
numerous cardiopulmonary conditions [1–3]. Though not positive in the traditional 
sense, the recently published ECMO to Rescue Lung Injury in Severe Acute 
Respiratory Distress Syndrome (EOLIA) trial showed favorable results in the group 
randomized to ECMO [4]. A subsequent post hoc Bayesian analysis confirmed a 
high probability of benefit, as well as the encouraging safety profile seen in EOLIA, 
and has resulted in a greater acceptance of ECMO by the critical care community in 
general [5]. A subsequent meta-analysis of studies of ECMO for the acute respira-
tory distress syndrome (ARDS) also confirmed a mortality benefit at 60 days [6]. 
Venoarterial ECMO has been shown to have a survival benefit in both cardiogenic 
shock and cardiac arrest [7]. An evidence-based approach to management of patients 
receiving ECMO has not been able to keep pace with this enthusiasm for and 
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increased utilization of this advanced and resource-intensive technology, however. 
As such, the optimal management of patients receiving ECMO largely remains 
unknown, and contemporary practice has been predominantly experience-driven. 
This has resulted in highly variable approaches to patient management and areas of 
significant controversy within the ECMO and critical care communities; one such 
area of controversy is the approach to blood transfusions in ECMO-supported 
patients.

25.2  ECMO Physiology

ECMO is a form of temporary mechanical circulatory support that works by sup-
planting the function of the injured heart, lungs, or both in the setting of acute injury 
in order to bridge patients to recovery, or in acute on chronic failure as a bridge to 
transplantation or durable mechanical cardiac support. The primary purpose of 
ECMO is to augment the total systemic tissue oxygen delivery, with the circuit con-
tribution being a product of the effective ECMO blood flow and the oxygen content 
of the arterialized blood. As hemoglobin concentration is a primary contributor to 
oxygen content, at a given effective blood flow, a higher hemoglobin achieves 
greater systemic oxygen delivery.

During ECMO, blood is withdrawn from the venous system via a catheter 
inserted in a central vein, pumped through a gas exchange device known as an oxy-
genator, and returned to the venous or arterial system, depending on ECMO con-
figuration (Fig. 25.1). The oxygenator is fed with a continuous supply of oxygen-rich 
sweep gas that is separated from the blood by a semipermeable membrane across 
which diffusion-mediated gas exchange occurs so that the blood exiting the oxygen-
ator is well oxygenated and low in carbon dioxide.

In venovenous ECMO, the well-oxygenated blood is returned to a central 
vein and passes through the heart and lungs before being delivered systemically, 
functioning in series with the patient’s native cardiopulmonary system. Thus, 
ECMO- related systemic oxygen delivery is dependent on both the proportion of 
central venous blood effectively oxygenated by the ECMO circuit and native 
cardiac output. Venovenous ECMO can therefore be used to support patients 
with severe hypoxemic or hypercapneic respiratory failure, such as in cases of 
severe forms of ARDS, status asthmaticus, or as a bridge to lung transplantation 
[4, 8, 9].

In contrast, venoarterial ECMO provides hemodynamic and partial respiratory 
support, as the well-oxygenated blood is reinfused into the arterial system, bypass-
ing the heart and thereby obviating its need to meet the entirety of physiologic 
demand. Venoarterial ECMO is used to treat patients with acute decompensated 
heart failure, acute myocardial infarction with cardiogenic shock, refractory ven-
tricular arrhythmias, severe acute myocarditis, and as extracorporeal cardiopulmo-
nary resuscitation (ECPR), in which ECMO is initiated during cardiac arrest in an 
attempt to restore systemic oxygen delivery during ongoing resuscitative efforts, 
among other indications related to cardiogenic shock [7, 10, 11].
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25.3  Blood Loss During ECMO

Bleeding is the most common complication of both venovenous and venoarterial 
ECMO and may be severe. Bleeding is reported in 27–61% of ECMO-supported 
patients in recent studies, with up to 71% of deaths attributed to bleeding complica-
tions, although definitions of what constitutes bleeding vary throughout the litera-
ture [2, 4, 12, 13]. According to the Extracorporeal Life Support Organization, 
which maintains a registry of patients supported with ECMO at more than 300 
centers worldwide, the most common sites of bleeding are cannulation and surgical 
sites [14] and may be affected by cannulation strategy and patient age. Several fac-
tors make patients supported with ECMO at risk of bleeding, including the use of 
continuous anticoagulation typically required, platelet and coagulation factor con-
sumption by the ECMO circuit, and the effects of critical illness.

Once nearly universal, significant blood loss and bleeding during ECMO have 
decreased in the modern era due to several factors. Enhanced biocompatibility of 
modern ECMO circuits, cannula and tubing, transition from a roller to centrifugal 
pump system, and circuit simplification have reduced clinically significant hemoly-
sis, disseminated intravascular coagulation (DIC), as well as thrombotic propensity, 
the latter of which has permitted use of low-dose anticoagulation compared to the 
higher doses once required. In addition, modern approaches to anticoagulation 
monitoring, with transition in adult patients from activated clotting time to activated 
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Fig. 25.1 Dual-site venovenous extracorporeal membrane oxygenation (ECMO) (Figure from 
collectedmed.com)
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partial thromboplastin time and anti-factor Xa levels, have allowed for a more accu-
rate assessment of coagulation status [4, 15, 16]. Finally, the improved safety profile 
of ECMO has allowed for more parsimonious phlebotomy than was once typical, 
with a minimization of iatrogenic blood loss [17, 18].

25.4  Blood Transfusions in Critically Ill Patients

The value of a higher hemoglobin results from its impact on oxygen delivery. 
However, the potential benefit of a higher hemoglobin level may not occur when 
transfusions are required to achieve it. Multiple clinical studies have demonstrated 
an association between transfusions and worsened outcomes in critically ill patients, 
including worsening ARDS, volume overload, transfusion-related acute lung injury, 
risk of infection, and death [19–24]. It is the number of packed red blood cell (RBC) 
transfusions and not baseline hemoglobin that has been associated with increased 
mortality [20, 25]. Even small numbers of transfusions (as low as 1–2  units of 
packed RBCs) have been associated with worsened clinical outcomes in a dose- 
dependent manner [23]. The potential for these potentially discretionary units of 
packed RBCs to impact clinical outcomes raises concern about the risk versus ben-
efit of their administration [23].

One of the most cited studies evaluating the hemoglobin threshold at which 
transfusions should be administered is the Transfusion Requirements in Critical 
Care (TRICC) trial, a multicenter trial that randomized patients to a restrictive 
(hemoglobin trigger <7.0 g/dl) or a liberal (hemoglobin trigger <10.0 g/dl) transfu-
sion strategy. The trial demonstrated a significant decrease in mortality in the 
restrictive group, specifically among patients younger than 55 years and an Acute 
Physiology and Chronic Health Evaluation (APACHE) II score of less than 20 [19]. 
Based on available evidence, the American Association of Blood Banks recom-
mends the use of a restrictive transfusion strategy with a hemoglobin transfusion 
trigger of 7.0 g/dl in hemodynamically stable patients [26]. Comparable outcomes 
between a restrictive (hemoglobin trigger <7.0 g/dl) versus liberal (hemoglobin trig-
ger <9.0  g/dl) transfusion strategy have also been found in patients with septic 
shock, even when leukoreduced blood was transfused [27]. A similarly restrictive 
transfusion trigger of <8.0 g/dl is recommended for patients with cardiovascular 
disease [26, 28]. Notably, the lack of evidence as opposed to differences in clinical 
outcomes may explain the variable recommendations between groups [26].

25.5  Effect of Transfused Blood

The mechanisms of transfusion-related organ dysfunction are not fully understood. 
Storage duration has been implicated as a factor, as metabolic and structural altera-
tions occur in packed RBCs over time [29]. These changes may impair functioning 
in vivo and include depletion of 2,3-diphosphoglycerate, which results in increased 
oxygen binding to hemoglobin and impaired tissue oxygen uptake; reduced 
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adenosine triphosphate (ATP) and increased oxidative stress, which lead to confor-
mational changes and impaired microcirculatory flow in the lungs and other organs; 
and increased plasma-free hemoglobin, which may cause vasoconstriction and 
intravascular thrombosis [29–31].

Conflicting evidence exists as to the impact of RBC age on clinical outcomes. 
Studies have shown deleterious effects including impaired tissue oxygenation in 
blood transfused after longer duration of storage [31]. However, several multicenter 
randomized trials have subsequently failed to show a difference in outcomes such as 
infection, organ dysfunction, and mortality between patients treated with fresh ver-
sus standard-issue packed RBCs, although the standard blood used in these trials 
varied between approximately 2–3 weeks in age [32, 33]. It is unclear if compari-
sons with packed RBCs transfused at the extreme end of storage (42 days) would 
produce similar outcomes.

The effect of transfused blood during ECMO is largely unknown, but a small 
study of ECMO-supported pediatric patients did not suggest that storage duration 
impacted tissue oxygenation or clinical biomarkers [34]. Notably, there was also 
minimal change in patient biomarkers such as mixed venous oxygen saturation, 
serum lactate levels, and cerebral oximetry pre- and posttransfusion, raising ques-
tions as to the clinical impact of transfusion, particularly in the setting of ECMO 
[34]. In contrast, a small, but well-designed study of adults supported with venove-
nous ECMO demonstrated that transfusion of packed RBCs increased apparent 
oxygen content and delivery, and ECMO blood flow could be reduced 20% further 
following transfusion [35].

25.6  Current Approach to Transfusion During ECMO

The benefit of maintaining a high hemoglobin level with blood transfusions must be 
weighed against the risks of transfused blood. The optimal transfusion threshold in 
patients receiving ECMO has not been established. Historically, due to the impor-
tance of hemoglobin in determining oxygen content and the fact that ECMO is often 
utilized when native oxygen delivery is inadequate, packed RBC transfusion rates 
are known to be high and transfusion to a normal hematocrit of greater than 40% has 
been recommended [36]. Even modern multicenter studies have reported a median 
of 1500 ml (IQR 400-2990) to 1800 ml (IQR 904–3750) of blood administered over 
the duration of ECMO support for severe ARDS [2, 13].

Both transfusion rates and quantities have decreased in the modern ECMO era 
due to several factors. Along with decreased hemolysis and bleeding complications, 
there has been a trend toward a decreased transfusion trigger in ECMO [4, 17, 37]. 
A decreased transfusion trigger is due, in part, to literature in other critically ill 
patients, which supports use of a lower transfusion trigger and tolerance of a moder-
ate degree of anemia [19]. In addition, adequate systemic oxygen delivery may also 
be achieved with the use of modern circuits that more safely allow for a higher 
ECMO blood flow compared to older ECMO technology, permitting tolerance of a 
lower hemoglobin. Maintaining a blood flow rate to cardiac output ratio greater than 
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60% achieved adequate systemic oxygenation in a well-conducted physiologic 
study (arterial oxygen saturation [SaO2] > 90% or a PaO2 > 60 mmHg) (35).

There are no randomized trials comparing restrictive versus liberal transfusion 
triggers in ECMO-supported patients. However, the multicenter EOLIA trial 
strongly encouraged a transfusion trigger of 7–8 g/dl of hemoglobin, while transfu-
sion to a hemoglobin of 10 g/dl was permitted in the setting of refractory and per-
sistent hypoxemia [4]. Furthermore, excellent clinical outcomes using restrictive 
approaches to packed RBC transfusions (hemoglobin trigger < 7.0 g/dl) have been 
reported in severely hypoxemic ARDS patients [17, 38]. Mean or median hemoglo-
bin was 8.3 g/dl in these studies [17, 38]. In one of these studies, which included 38 
patients with ARDS supported with venovenous ECMO, survival was 74% despite 
a median pre-ECMO PaO2 to fraction of inspired oxygen (FiO2) ratio of 53 mmHg 
and high severity of illness scores [17]. The restrictive transfusion trigger was com-
bined with a low-dose anticoagulation strategy, conservative approach to phlebot-
omy, and reinfusion of circuit blood at the time of decannulation in order to 
encompass a blood conservation strategy. This multifactorial approach resulted in a 
median of 1 unit of packed RBCs transfused over the duration of the ECMO run, 
equaling 0.11 U/day of ECMO support, while approximately 40% of patients never 
required transfusion [17].

The recently published TRAIN-ECMO survey of nearly 450 ECMO practitioners 
sought to characterize global transfusion practices during venovenous ECMO and 
showed that approximately 46% of respondents used a pre-defined hemoglobin trig-
ger for transfusion [37]. The average hemoglobin trigger was higher in ECMO 
patients than for other critically ill patients (9.1 versus 8.3 g/dl, p < 0.01) and was 
without significant geographic variation. Notably, a lower hemoglobin trigger was 
associated with more institutional ECMO experience. Centers with more than 24 
cases annually had an average hemoglobin trigger of 8.4 g/dl compared to a trigger 
of 9.6 mg/dl in centers with fewer than 12 cases (p < 0.01) and were more likely to 
use a protocolized approach to transfusion. Parameters such as hematocrit, pre- 
oxygenator saturation, hemodynamic status, and lactate were also considered by 
respondents contemplating transfusion, though their utility for triggers of transfusion 
in venovenous ECMO is unclear and significant variation in practice exists [37].

Robust data regarding bleeding complications, transfusion, and hemoglobin levels 
in patients supported with venoarterial ECMO is generally lacking [7]. However, trans-
fusion rates in adult venoarterial ECMO have been reported with similar frequency as 
in venovenous ECMO [39, 40]. Optimal hemoglobin may vary based on the etiology 
of the underlying disease, as hyperoxia has been associated with worsened neurologic 
outcomes and mortality, particularly in post-cardiac arrest patients [41, 42].

25.7  Future Directions

Where do we go from here? A better understanding of transfusion practices during 
venovenous and venoarterial ECMO is needed. An ongoing prospective multicenter 
observational study on transfusion practice in venovenous ECMO patients 
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(PROTECMO) study seeks to describe blood product usage, bleeding, and antico-
agulation strategies in an attempt to add clarity and better define contemporary 
ECMO practices and complications (ClinicalTrials.gov Identifier: NCT03815773). 
A similar study of blood management during ECMO for cardiac support (OBLEX) 
seeks to characterize practices in patients receiving venoarterial ECMO for heart 
failure (ClinicalTrials.gov Identifier: NCT03714048).

In addition to defining contemporary management practices, prospective and 
randomized trials are needed comparing restrictive and liberal transfusion strategies 
in ECMO patients. Inclusion of the varying patient populations supported with 
ECMO is key, as optimal transfusion targets may vary with ECMO configuration 
and underlying disease. For example, the optimal transfusion trigger for a patient in 
cardiogenic shock supported with venoarterial ECMO likely differs from that of a 
well-supported patient awaiting lung transplantation, who may be better served at a 
hemoglobin below 7.0 g/dl if it avoids the risk of allosensitization associated with 
transfusion. Multiparameter modeling that incorporates indicators of global and 
regional hypoperfusion may better define the threshold for transfusion for a variety 
of patient populations [37].

Understanding the impact of ECMO on regional blood flow may also help pre-
dict oxygen delivery and uptake during varying physiologic states. Cerebral auto-
regulation, as determined by neuroimaging, cerebral blood flow, and cerebral 
oximetry may be affected during ECMO and by manipulation of ECMO circuit 
blood flow, although the impact is unclear [43, 44]. Evaluation of microcirculatory 
function shows promise in assessing tissue level hypoxia and may help target opti-
mal oxygen delivery. Alterations in the microcirculation have been associated with 
increased mortality, including in patients supported with venoarterial ECMO with 
normalized hemodynamics [45–47]. Broader understanding of microcirculatory 
function and the potential impact of ECMO is an intriguing area of study that 
requires additional investigation.

25.8  Conclusion

ECMO is a potentially life-saving technology that has altered the treatment para-
digm for patients with advanced cardiopulmonary failure. However, despite its 
potential benefits, ECMO is resource-intensive and lacks standardization of 
evidence- supported management practices in many key areas, including the 
approach to transfusion. A restrictive approach to transfusion is well supported in 
other critically ill patients and may extend to some populations of patients receiving 
ECMO. While the risks of transfused blood must be balanced against potential for 
augmented systemic oxygen delivery, contemporary literature suggests favorable 
outcomes in even severely hypoxemic patients with ARDS managed with a restric-
tive approach to transfusion. Consideration of global and regional markers of 
hypoxia and improved understanding of the impact of ECMO on the microcircula-
tion may help better define optimal transfusion management in patients receiving 
venovenous or venoarterial ECMO.
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26The Use of Frozen Platelets 
for the Treatment of Bleeding

D. J. B. Kleinveld, N. P. Juffermans, and F. Noorman

26.1  Introduction

Platelet products are stored at room temperature, with a current shelf life of 5–7 days, 
after which products need to be discarded. This limited storage duration of platelets 
poses an obvious challenge for ensuring a continuous supply by blood banks, in 
particular in austere settings and in case of massive transfusion. Due to high waste, 
smaller hospitals may not be able to justify having full-time availability of platelet 
products. Cryopreservation of platelet products provides a solution for supply and 
will resolve waste of overdue products. For decades, frozen platelets have been used 
by the Dutch military during operations abroad. However, widespread use of frozen 
platelets has not been implemented, which is presumably due to the observed 
changes of the platelets following the process of cryopreservation and thawing. 
After thawing and resuspension, frozen platelets become highly activated [1]. They 
appear swollen and damaged [2], associated with impaired aggregation and 
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adhesion in in vitro testing [3]. Autologous transfusion of thawed frozen platelet 
products in volunteers yields a lower recovery rate when compared to liquid plate-
lets [2]. Together, these changes have caused concern about the efficacy of frozen 
platelets. However, a low recovery rate does not correlate with a low hemostatic 
potential of platelets. In contrast, the cryopreservation process may even enhance 
some processes of the coagulation reaction. This may be due to activation of the 
platelets, resulting in increased extracellular vesicle content, which contributes to 
the coagulation process. Enhanced coagulation ability is also suggested by results 
of several small trials in patients undergoing cardiac surgery who were treated with 
frozen platelets [4, 5].

Frozen platelets thus affect coagulation differently than normal (liquid) stored 
platelets. If the use of frozen platelets is superior in enhancing hemostasis, we may 
start to think about the possibility of a differential use of platelet products for spe-
cific indications, such as the use of frozen platelets for active bleeding and the use 
of liquid-stored platelets for the correction of thrombocytopenia. Prior to such an 
approach, it should be established what the effect of frozen platelets is on hemosta-
sis, as well as whether frozen platelets are safe. Use of frozen platelets may possibly 
increase the risk of thromboembolic events or have other side effects, such as fuel-
ing an inflammatory response. In this chapter, we will summarize the effect of the 
freeze-thawing cycle on the platelets, with associated functional changes in vitro 
and in  vivo, providing a rationale for the use of frozen platelets as a hemostatic 
agent in bleeding. The experience with frozen platelets in the military setting world-
wide is also described, as well as the data from trials in several patient 
populations.

26.2  Manufacture of Frozen Platelets

Throughout history, many different methods of freezing and different additive solu-
tions have been used to cryopreserve platelet products. Nowadays, these efforts 
have led to a stable frozen platelet product in which platelets are frozen concen-
trated in 5–6% dimethylsulfoxide (DMSO). The frozen platelets are stored at 
−80 °C for as long as 2 years. When needed, these frozen platelets are thawed and 
resuspended in plasma and directly administered to the patient. This manufacturing 
process has several implications for the function of frozen-thawed and resuspended 
platelets.

26.3  The Impact of Freeze-thawing on Platelets

26.3.1  Morphology

The morphology of platelets depends on their activation status [6]. Freshly drawn 
platelets have a discoid shape, but shape changes occur very rapidly following col-
lection [7]. Platelets transform from discs into spheres during room temperature 
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storage in plasma. Discs refract light differently from spheres or aggregates. The 
motion of disc-shaped platelets is also different from that of spheres in solution, 
which depends on their size and the density of the solution. The freezing and thaw-
ing of platelets result in morphology changes due to damage to the platelets, with 
approximately 75% platelet recovery after resuspension. Loss of membrane integ-
rity is partially prevented when 5–6% DMSO is added to the storage solution prior 
to freezing, which stabilizes the cytoskeleton and platelet membrane [8]. Frozen 
platelets protected with 5–6% DMSO survive their freeze-thaw cycle. Morphology 
changes can be measured with the Kunicki morphological scoring system [9], the 
“swirling” test [10] and the Thrombolux technology [11, 12]. Due to changes in 
morphology and the large amount of extracellular vesicles, freeze-thawed platelets 
show less swirling, a lower Kunicki score, and a lower Thrombolux score when 
compared to normal stored platelets [13]. The morphological differences between 
normal stored platelets and frozen platelets are shown in Fig. 26.1. Collectively, 
these changes suggest an activated phenotype.

Fig. 26.1 Morphology of 
standard stored and frozen 
platelets. Phase contrast 
microscopy of 
glutaraldehyde fixed 
normal stored (upper) and 
freeze-thawed platelets 
(lower). Black square 
indicates a length of 
5.0 μm
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26.3.2  Activation Status

The addition of the cryoprotectant DMSO reduces damage to platelet membranes 
caused by the freeze-thawing [8]. However, even with DMSO added, freeze-thawed 
platelets still have an activated phenotype, as evidenced by a higher expression of 
P-selectin (CD62P), which is due to exocytosed platelet alpha granules [14], 
although there are large differences across studies using different production facili-
ties [2, 15]. During post-thaw storage, P-selectin expression increases even further 
[16]. P-selectin plays a role in the recruitment and aggregation of platelets at areas 
of vascular injury. Thereby, an activated platelet state could contribute to enhanced 
coagulation.

26.3.3  Externalization of Phosphatidylserine and Extracellular 
Vesicle Shedding

In addition to upregulated exocytosis of P-selectin to the outer platelet membrane, 
intracellular calcium levels are higher in frozen platelets compared to liquid-stored 
platelets [17]. Higher levels of intracellular calcium levels are thought to induce 
phosphatidylserine externalization, leading to a more negative charge of the outer 
membrane, resulting in a loss of asymmetry in the platelet shape. Phosphatidylserine 
exposure is essential for connection of coagulation factor complexes (e.g., tenase 
and thrombinase), which are necessary for thrombin generation [18]. Furthermore, 
higher intracellular calcium levels in frozen platelets are associated with greater 
release of extracellular vesicles [19]. Extracellular vesicles, including microparti-
cles and exosomes, are phospholipid-enclosed vesicles of less than 750  nm, the 
diameter of which is often 100-fold smaller than the cell. Extracellular vesicles are 
released by platelets upon activation. Estimates of extracellular vesicle content in 
freeze-thawed platelet concentrates differ between detection methods and experi-
mental settings [12]. When the same detection method is used, the amount of extra-
cellular vesicle content varies between 15% and 40% of the platelet population. 
Following freeze-thawing, approximately 15 times more extracellular vesicles are 
present when compared to pre-freeze levels. As extracellular vesicles are budding 
off from the activated platelet, phosphatidylserine is also abundantly expressed on 
platelet-derived extracellular vesicles, possibly enhancing the coagulation process.

26.4  The Impact of Freeze-Thawing on In Vitro Functional 
Coagulation Processes

26.4.1  Aggregation of Platelets

Aggregation of activated platelets is enhanced by von Willebrand factor and by 
fibrinogen. The expression of glycoprotein (GP)2b3a, which is the receptor both for 
von Willebrand factor and for fibrinogen, is not affected by the freezing procedure. 
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Freezing partially activates GP2b3a, leading to decreased PAC-1 binding, and 
thrombin receptor activating peptide (TRAP)-stimulated PAC-1 binding is lower 
compared to liquid-stored platelets [3, 16, 17, 20, 21]. Although different results 
between production sites have been reported, it appears that GP1b expression 
(which is the von Willebrand receptor) is also reduced in all or a subpopulation of 
frozen platelets. These GP1b-reduced platelets have decreased PAC-1 binding [22]. 
Also, lower GP1b receptor expression correlates with reduced aggregation responses 
[3]. Thereby, frozen platelets appear to have a reduced aggregation capacity in vitro 
when compared to fresh liquid-stored platelets [3, 22]. However, other facilitators 
of platelet aggregation, such as thromboxane, are found in higher levels in frozen 
platelets units when compared to normal stored platelets [16].

26.4.2  Thrombin Generation

Although in vitro aggregation is diminished in frozen platelets compared to liquid- 
stored platelets, thrombin-generating potential is enhanced in frozen platelets. As 
mentioned earlier, frozen platelets and their platelet-derived extracellular vesicles 
have increased expression of phosphatidylserine. As phosphatidylserine is able to 
bind coagulation factors V and X and is essential for connection of coagulation fac-
tor complexes [22], a higher phosphatidylserine expression is associated with ear-
lier and more abundant thrombin generation [1, 14].

26.4.3  Viscoelastic Tests

All studies that have used viscoelastic tests, such as thromboelastography (TEG) 
and rotational thromboelastometry (ROTEM), in the characterization of their frozen 
platelets show the same results: frozen platelets have shorter clotting times com-
pared to liquid platelets, indicating faster initiation of clotting, whereas clot strength 
is reduced. In Fig. 26.2, a representative figure of the kaolin TEG traces of normal 
liquid-stored platelets, frozen platelets, and plasma is shown. The reduction in clot-
ting time with frozen platelets is from 8 to 5 min in kaolin TEG R-time in different 
studies, which relates to an approximately 38% reduction in the clotting time [1, 
15]. The shorter clotting times are highly correlated with a higher thrombin- 
generating capacity of frozen platelets, which is related to the high proportion of 
phosphatidylserine-positive platelets and phosphatidylserine-positive platelet- 
derived extracellular vesicles [1]. A reduction in clot strength (maximum amplitude 
[MA] in TEG or maximum clot firmness [MCF] in ROTEM) of frozen platelets is 
correlated to lower GP1b expression on platelets, whereas extracellular vesicles do 
not contribute to clot strength in viscoelastic tests [21]. Thereby, frozen platelets 
seem to induce faster clotting than liquid-stored platelets, with an overall lower clot 
strength. These results underline the in vitro tests: a shorter clotting time correlates 
with increased thrombin-generating potential, and a lower clot strength correlates 
with decreased platelet aggregation.
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26.4.4  Flow Coagulation Models

In flow models, platelets flow over coated surfaces or vascular segments under 
different sheer rates. These models can be used to study factors that influence 
platelet margination to the vessel wall under different experimental conditions 
[23, 24]. The production process of frozen platelets did not result in an altered 
fibrin deposition in a flow model, suggesting that frozen platelets adequately 
stimulate fibrin formation [3, 25]. In another experiment using a flow model, 
frozen platelets resulted in the same amount of fibrin deposition compared to 
liquid-stored platelets [26]. As frozen platelets have decreased GP1b receptor 
expression and decreased platelet binding, it is possible that the increased con-
centration of extracellular vesicles accounts for the equivalent fibrin formation of 
frozen platelets in flow models. It is likely that compared to full-size platelets, 
the smaller extracellular vesicles can more easily interact with the vessel wall 
and initiate fibrin formation. In line with this thought, in a flow model, platelet-
derived extracellular vesicles were shown to bind to immobilized collagen, 
fibrinogen, and von Willebrand factor, with increased thrombin production [3]. 
These data were further confirmed in a rodent model of mechanical vascular 
endothelial wall injury, in which infusion of platelet-derived labeled extracellu-
lar vesicles was associated with increased extracellular vesicle adherence to a 
damaged endothelial wall [27].

Taking the in  vitro coagulation data together, frozen platelets show increased 
activation of coagulation, decreased aggregation, and increased thrombin- generating 
potential compared to liquid-stored platelets. In flow models, functional fibrin dis-
position is not different.

α = Clot
Amplification

R = Clotting
Speed

MA = Clot
Strength

Normal stored

Frozen

Plasma
a

Fig. 26.2 Thromboelastography (TEG) traces of normal stored and frozen platelets. Typical TEG 
results of frozen and normal stored platelets with shortened R-time and reduced maximum ampli-
tude (MA). Green trace = fresh platelet product, pink trace = frozen platelet product, and white 
trace = plasma
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26.5  Clearance of Frozen Platelets

Most in  vitro evaluations of platelets have limited value in prediction of in  vivo 
functioning [28]. Frozen platelets have been studied in dogs [29, 30], rabbits [31], 
mice [32], and baboons [33]. Following transfusion in baboons, frozen platelets 
show faster clearance compared to fresh platelets, which depends on GP1b expres-
sion. The entire subpopulation of frozen platelets with reduced GP1b expressed was 
cleared from the circulation within 5 min, whereas 48% of the subpopulation of fro-
zen platelets with normal GP1b expression had a 1–2 h survival, and a total lifespan 
similar to normal stored platelets (slightly less than 6 days) [22]. Phosphatidylserine 
and P-selectin mediate the endocytosis of platelet-derived extracellular vesicles by 
endothelial cells in vitro [34]. Platelet-derived extracellular vesicles are cleared fast 
from the circulation. A half-life of 5–6 h has been determined in thrombocytope-
nic patients for liquid-stored platelet-derived extracellular vesicles [35]. As frozen 
platelet-derived extracellular vesicles contain more surface markers than normal 
stored platelet extracellular vesicles, the half-life of frozen platelet-derived extracel-
lular vesicles might be even faster.

26.6  Efficacy of Frozen Platelets in Experimental In Vivo 
Settings

Despite the more rapid clearance of frozen platelets following transfusion, the effi-
cacy of the platelets to stop bleeding may be enhanced. In baboons treated with 
aspirin (n = 5), transfusion of frozen platelets, but not of 72-h liquid-stored platelets, 
reduced bleeding times. Frozen platelets also increased the levels of thromboxane in 
these baboons [36]. These findings are further supported by older trials in human 
volunteers (n = 42) pretreated with 650 mg of aspirin who received autologous plate-
let transfusion with different storage methods (groups varied from 8 to 12 volun-
teers). In these volunteers, bleeding times were reduced following transfusion with 
frozen platelets, but not after transfusion of normal stored platelets [37]. These data 
were reproduced by two other trials in healthy volunteers with aspirin pretreatment, 
in which frozen platelets were able to significantly reduce bleeding times [38, 39].

26.7  Experience with Frozen Platelets in the Military Setting

The technique to cryopreserve platelets was developed by the US Navy in the 1970s. 
In 2001, the Dutch Military Blood Bank adopted a modified platelet freezing method 
[40], including the use of thawed AB plasma instead of saline to resuspend the 
platelets after thawing. The Dutch military implemented and used this product for 
the first time in April 2002 during the ongoing war in Bosnia [41]. To date, the 
Netherlands military is still the only defense organization that uses frozen blood 
products in the treatment of bleeding trauma patients during operations abroad [42, 
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43]. The frozen platelets produced by the Dutch Military Blood Bank are available 
in Dutch medical treatment facilities as well as in some treatment facilities of coali-
tion forces during mutual operations abroad. Between 2002 and 2019, 1055 bleed-
ing patients were transfused with frozen blood products, including 356 patients who 
received 1152 frozen platelet products. These patients received a median of 2 [IQR 
1–4] frozen platelet units per patient. Only two mild transfusion reactions (urticaria) 
have so far been observed, in two patients after transfusion of a unit of frozen plate-
lets. These mild transfusion reactions are relatively low compared to the transfusion 
reaction rate reported with liquid-stored platelets (4–5 reactions per 1000 platelet 
products) in the Netherlands in 2017.

In the treatment facility of Tarin Kowt during the Afghanistan war (2006–2010), 
frozen platelets were the only platelet source available for the treatment of bleeding 
trauma patients. In Tarin Kowt, the use of a massive transfusion protocol was intro-
duced. This introduction led to a higher use of plasma (median 4–6 units) and frozen 
platelet products (median 2–3  units) compared to the pre-protocol period. After 
introduction of the massive transfusion protocol, in-hospital mortality of massively 
(>5 red blood cell units/24 h) transfused trauma patients decreased from 44% to 
14%, despite higher injury scores. Mortality was similar compared to the mortality 
of trauma patients in civilian and military trauma care who were treated with similar 
transfusion protocols but containing liquid-stored platelets [43]. These data suggest 
that the use of frozen platelets is effective and safe in military casualty care. The 
experience with Dutch frozen platelets during military operations [41, 43] has moti-
vated many countries to learn the procedure from the Dutch military blood bank and 
start studying and producing frozen platelets [14, 42, 44, 45]. The Dutch military is 
currently preparing for a clinical non-inferiority trial to compare the efficacy of 
frozen platelets to normal stored platelets in the Netherlands in trauma and vascular 
surgery patients.

26.8  Clinical Trials with Frozen Platelets

26.8.1  Correction of Thrombocytopenia

Most of the earlier trials with frozen platelets were done in oncology patients with 
thrombocytopenia. In the trials prior to 2013 in oncology patients, product recovery 
was lower, and survival of frozen platelets following transfusion was similar to that 
of normal stored liquid platelets. However, frozen platelets were superior in reduc-
ing bleeding times and preventing bleeding events in these patient groups [46]. 
More recently, a multicenter dose-escalation randomized trial was performed in 
patients with (hematologic) malignancies with thrombocytopenia. Patients were 
randomized to receive either normal stored or different doses (0.5, 1, 2, or 3 units) 
of frozen platelets. In total, 28 patients were randomized. Of these, 24 received dif-
ferent doses of frozen platelets and 4 patients normal stored platelets. Platelet count 
increment was approximately six times lower in patients receiving frozen products 
compared to those receiving standard platelet products, which is in line with 
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previous trials. In this trial, no bleeding episodes occurred and no thrombotic events 
were recorded. Also, no serious adverse events related to frozen platelet transfusion 
were observed. Minor reactions occurred in three patients treated with frozen plate-
lets, varying from mild chills and fever to DMSO skin odor. In the four patients 
treated with normal stored platelets, no adverse events were observed [47].

26.8.2  Treatment of Bleeding

Recently, a case-control study was conducted in hemorrhaging polytrauma patients 
(n = 46), of whom 25 patients received frozen products. There were no differences 
in the amount of blood products in patients treated with normal stored platelets 
compared to frozen platelet-treated patients. A lower posttransfusion platelet count 
(41.5 × 109 vs. 97 × 109 /l) was seen in patients treated with frozen platelets com-
pared to those in the normal stored platelet group.

In a recent pilot clinical trial, 121 elective cardiac surgery patients were random-
ized to receive either cryopreserved platelets or standard products for perioperative 
surgical bleeding (CLIP-1 trial) [5]. The trial randomized 121 patients; however, only 
41 patients received the allocated treatment. In the remaining patients, platelet trans-
fusion was not clinically indicated. Patients randomized to frozen products had a 
lower platelet count posttransfusion compared to those randomized to normal stored 
products (112 vs. 150 × 109/l, p = 0.02). However, frozen platelets were associated 
with a reduction in bleeding complications compared to normal stored platelets, 
although not reaching statistical significance (30.4% vs. 55.6% of patients, p = 0.1). 
Patients received a median of 2 units of frozen platelets or 1 unit of liquid-stored 
platelets. An explanation of the difference in volumes of platelet transfusion between 
the arms might be that physicians were targeting platelet increments, which are lower 
with frozen platelets compared to normal stored platelets. Interestingly, in the CLIP-1 
trial, more patients (n = 23) allocated to frozen platelets were transfused with fresh 
frozen plasma (FFP) compared to patients randomized to normal stored platelets. 
Patients who received FFP received an equal dose (median 2 units). The finding of 
more FFP transfusions in patients treated with frozen platelets was contradictory to an 
earlier trial in cardiac surgery patients [4]. In this trial, 73 patients undergoing cardiac 
surgery were randomized to frozen platelets or normal stored platelets. Frozen plate-
lets were associated with less blood loss and less transfusion product use compared to 
normal stored platelets, including FFP [4]. The reason for this discrepancy between 
the two largest trials on cryopreserved platelets in cardiac surgery is unclear.

26.9  Safety of Frozen Platelets

Frozen platelets may have inflammatory properties, as they contain more soluble 
P-selectin, produce more chemokine ligand 5 (CCL5) compared to fresh liquid 
platelets, and have a lower level of soluble CD40 ligand [15]. The elevated levels of 
soluble P-selectin suggest more platelet activation. CCL5 is a chemotactic molecule 
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involved in the activation of T cells and natural killer cells. Soluble CD40 ligand can 
activate endothelial cells. In addition, frozen platelets are phagocytosed by macro-
phages, also generating an inflammatory response. This response is evidenced by 
increased release of tumor necrosis factor (TNF)-α, interleukin (IL)-1β, and trans-
forming growth factor (TGF)-β compared to normal stored platelets and addition-
ally increased IL-6 compared to fresh stored platelets [48]. Recently, in a mouse 
model of volume-controlled hemorrhage, transfusion of frozen platelets was associ-
ated with higher concentrations of pro-inflammatory cytokines in the liver com-
pared to transfusion of liquid-stored platelets [32]. By contrast, following incubation 
with dendritic cells, an immunosuppressive effect of frozen platelet incubation was 
observed, as shown by decreased levels of pro-inflammatory cytokines compared to 
no transfusion controls [49]. However, to date, no serious adverse events have been 
reported in the various trials in oncology patients and the more recent trials of bleed-
ing patients. As mentioned earlier, in the military experience, only two mild (urti-
carial) reactions were observed in 356 patients treated with frozen products [32].

Thus, when translating the in vitro data to the clinical situation, the evidence of 
an augmented inflammatory response after transfusion of cryopreserved platelets is 
limited [46]. This may be due to the rapid clearance of the freeze-thawed platelets 
and their derived extracellular vesicles. It should be noted however that prospective 
studies on complications are lacking.

26.10  Toward Specification of Platelet Products 
for Differential Use

Thawed and resuspended frozen platelets appear to be activated, with diminished 
aggregation properties, but with increased thrombin-generation potential. Lower 
clotting times in viscoelastic testing suggest faster clot initiation. In bleeding 
patients, frozen platelets seem promising due to these early hemostatic capacities. 
Frozen platelets are cleared more rapidly from the circulation. However, when 
bleeding has stopped, increased clearance of the transfused platelets may not be 
harmful to the patient and perhaps even beneficial. Conversely, given the superior 
survival rate, fresh liquid-stored platelets probably remain the product of choice for 
correction of thrombocytopenia. However, storage at room temperature for days 
may negatively influence platelet survival times in these products. When platelet 
survival is key, data suggest fresh normal stored platelets should be transfused.

26.11  Conclusion

In conclusion, data on the early hemostatic activity and use of cryopreserved plate-
lets in initial clinical trials in bleeding patients are promising. Future directions 
should focus on verifying the results from previous trials in different subpopulations 
of massively bleeding civilian patients. Active screening for adverse events remains 
warranted in these trials.
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27Viscoelastic Assay-Guided Hemostatic 
Therapy in Perioperative and Critical 
Care

G. E. Iapichino, E. Costantini, and M. Cecconi

27.1  Introduction

Major bleeding and associated coagulopathy (either endogenous or pharmacologi-
cal) complicate the course of a considerable proportion of invasive surgical proce-
dures as well as different critical care settings. In addition, hemorrhage is the leading 
cause of potentially preventable deaths after traumatic injury [1]. Following the 
introduction of damage control principles in trauma care, treatment of severe bleed-
ing has shifted from resuscitation with large volumes of crystalloids and colloids 
aiming at quasi-normal arterial pressure to permissive hypotension, crystalloid 
restriction, and early delivery of blood products in fixed ratios [2]. During the last 
three decades, viscoelastic tests such as thromboelastography (TEG) and thrombo-
elastometry (ROTEM) have gained substantial attention for their ability to depict all 
phases of the coagulation process in a more timely and logistically convenient man-
ner compared to standard coagulation tests. Furthermore, standard coagulation tests 
were designed to monitor anticoagulant therapy and evidence for their use to guide 
treatment with procoagulants is lacking [3]. By contrast, viscoelastic tests rapidly 
identify patients at risk of massive transfusion [4] and enable therapy to be custom-
ized according to the individual hemostatic deficit. The use of goal-directed proto-
cols [5] is associated with faster time to hemostasis and reduction of blood product 
use, and such strategies are now integrated in both the European guideline on man-
agement of major bleeding following trauma and the European Society of 
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Anesthesiology guidelines on the management of severe perioperative bleeding [6, 
7]. Nowadays, viscoelastic tests are part of the point-of-care laboratory of an 
increasing number of operating rooms and intensive care units (ICUs) worldwide 
and their application is expanding to other aspects of hemostasis, such as thrombo-
embolic risk prediction, identification of patients with disseminated intravascular 
coagulation (DIC), anticoagulation monitoring during extracorporeal membrane 
oxygenation (ECMO), and monitoring of the newer oral anticoagulants. The aim of 
this chapter is to review the literature regarding the applications of viscoelastic tests 
in guiding hemostatic therapies in different clinical scenarios.

27.2  Viscoelastic Tests

Viscoelastic tests are coagulation assays performed on whole blood; they require less 
pre-analytic manipulations compared to standard coagulation tests (i.e., centrifuga-
tion to obtain platelet-free plasma) and provide better approximation of hemostasis 
as it occurs in vivo. The two most commonly used devices are TEG and ROTEM. In 
the TEG 5000, derived from the first experimental devices by Hartert in the early 
1950s, 360 μl of whole blood are placed in a plastic cup with a pin on a torsion wire 
suspended in it. The cup then oscillates around the vertical axis through a total angle 
of 4.75°. As coagulation progresses and the viscoelastic strength of the clot increases, 
more rotation torque is transmitted to the pin and detected by the electromagnetic 
transducer. The signal is then interpreted by the software and depicted as the TEG 
tracing. Conversely, in the ROTEM delta, the pin oscillates while the cup is held in 
place and the pin encounters increasing resistance with increasing clot strength. In 
each assay, various activators can be added to the blood to better assess different por-
tions of the clotting cascade and discriminate between the contribution of fibrinogen 
and platelets to clot strength (Table  27.1 and Fig.  27.1). The viscoelastic tracing 
shows time on the x axis (in minutes or seconds depending on the device and activa-
tor used) and amplitude in millimeters on the y axis as a measure of clot strength. In 
recent years both producers came up with revised products: the new generation 
ROTEM sigma kept the same viscoelastic mechanism as the previous delta platform 
but using a completely automated system based on a viscoelastic cartridge with four 
adjacent cups for four simultaneous tests. The new generation TEG 6S, on the other 
hand, changed mechanism of viscoelasticity measurement (the sample is exposed to 
a fixed vibration frequency and through light- emitting diode [LED] illumination a 
detector measures up/down motion of the blood meniscus) and is based on microflu-
idic cartridges designed for simultaneous assays.

27.3  Major Trauma and Trauma-Induced Coagulopathy

Acute hemorrhage often complicates the course of severely injured patients and is 
the leading cause of potentially preventable deaths after trauma [1]. Clinical and 
laboratory coagulopathy ensues very early after trauma, driven by a mix of 
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hypoperfusion, endothelial injury, activation of the protein C pathway, and innate 
immunity [8]. Coagulopathic trauma patients have greater odds of dying, higher 
transfusion requirements, and longer hospital stays [9]. It is therefore not surprising 
that the application of viscoelastic tests in this setting has increased exponentially 
over the last decades. Viscoelastic tests can rapidly detect coagulopathy and hyper-
fibrinolysis after admission in the trauma bay with a significantly shorter turnaround 
compared to conventional laboratory tests [10]. The ability of viscoelastic tests to 
identify coagulopathy and predict massive transfusion was demonstrated by a pro-
spective international multicenter cohort study on 808 patients: a FIBTEM clot 

Table 27.1 Assay tests and activators

Assay name Reagents
RationaleTEG ROTEM TEG ROTEM

Native NATEM No reagentsa CaCl2 Very sensitive to any 
endogenous activator 
such as tissue 
factor-expression but 
slower results

Kaolin INTEM Kaolin CaCl2 + ellagic acid Coagulation activated 
by contact phase to 
assess intrinsic pathway

Heparinase HEPTEM Kaolin + 
heparinase

CaCl2 + ellagic acid + 
heparinase

Detection of heparin or 
heparinoid effect by 
comparison with kaolin 
TEG or INTEM

RapidTEG Kaolin + tissue 
factor

Rapid assessment of 
coagulation through 
activation of both 
intrinsic and extrinsic 
pathways

EXTEM CaCl2 + tissue factor Assessment of extrinsic 
pathway through tissue 
factor–factor VII 
activation

Functional 
fibrinogen

FIBTEM Tissue 
factor + abciximab

CaCl2 + tissue 
factor + cytochalasin D

Incorporates a platelet 
inhibitor to asses fibrin 
contribution to clot 
strength

APTEM CaCl2 + tissue 
factor + tranexamic 
acid

Incorporates 
antifibrinolytic drugs to 
discriminate between 
fibrinolysis and normal 
clot retraction

ECATEM CaCl2 + ecarin Detection of direct 
thrombin inhibitors 
(hirudin, bivalirudin, 
argatroban, dabigatran)

CaCl2 calcium chloride
aThe TEG® 5000 provides analysis of whole blood and citrated whole blood; the newer version, 
TEG® 6S, uses only citrated whole blood. Whenever citrated whole blood is used, CaCl2 is incor-
porated into the reagents
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amplitude at 5 min (A5) ≤8 mm detected coagulopathy in 67.5% of patients, and a 
FIBTEM A5 cutoff value ≤9 mm predicted massive transfusion in 77.5%. Similarly, 
an EXTEM A5 cutoff value ≤40 mm predicted massive transfusion in 72.7% of 
patients [11]. One of the hallmarks of trauma-induced coagulopathy is hyperfibri-
nolysis: it is a direct consequence of both tissue injury and shock, and is in part 
mediated by the consumption of plasminogen activator inhibitor-1 by activated pro-
tein C [8]. Viscoelastic tests can detect hyperfibrinolysis as reduced clot stability 
over time, but caution is warranted to distinguish pathological reduction in clot 
firmness from normal, low-grade clot retraction occurring in the late phase of the 
test and depending on platelet function. In a retrospective analysis of severe trauma 
patients presenting hyperfibrinolysis at ROTEM®, Schöchl and colleagues identified 
three different patterns of hyperfibrinolysis (fulminant: complete clot lysis within 
30 min from start of the test; intermediate: complete lysis between 30 and 60 min; 
late: clot lysis after 60 min) [12]. The presence of hyperfibrinolysis was associated 
with significant mortality, with no survivors in the fulminant hyperfibrinolysis 
group. Other studies in the literature have reported on the incidence of hyperfibri-
nolysis detected by TEG (ranging from 2.5% to 7.2%) and its contribution to mor-
tality in trauma patients [13]. More recently, Moore and colleagues investigated 
defective fibrinolysis, defined as fibrinolysis shutdown and diagnosed with a TEG 

EXTEM/Kaolin TEG FIBTEM/Functional Fibrinogen TEG Diagnosis

INTEM/Kaolin TEG

EXTEM/Kaolin TEG

HEPTEM/Heparinase TEG

APTEM

Hyperfibrinolysis

Normal tracing

Low Platelets

Low Fibrinogen

Heparin  effect

Fig. 27.1 Normal and pathological viscoelastic tracings. Viscoelastic tracing using extrinsic or 
intrinsic activators of coagulation is depicted in the left column. In the middle column are depicted 
tracings obtained with extrinsic or intrinsic activators plus other additives that block platelet func-
tion (FIBTEM/functional fibrinogen TEG), neutralize heparin (HEPTEM/heparinase TEG), or 
inhibit fibrinolysis (APTEM). The third column shows the interpretation of the viscoelastic 
tracings
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lysis ≤0.9% at 30 min, in a cohort of 180 severely injured patients [14]. They found 
that fibrinolysis shutdown was frequent (63% of the patients) and associated with 
higher mortality compared to physiologic fibrinolysis. Those results, however, were 
questioned in a later retrospective study by Gomez-Builes and colleagues in a cohort 
of 550 trauma patients [15]. In their ROTEM®-based study, the authors defined shut-
down as a value of maximum lysis <3.5%; the incidence of shutdown at admission 
was 25.6% and, despite a higher injury severity score and greater need for blood 
transfusions, it was not associated with mortality, suggesting that it could represent 
an appropriate physiologic response to life-threatening trauma. TEG and ROTEM 
are therefore able to quickly identify patients at risk from massive transfusion and 
to discriminate the predominant phenotype of coagulopathy, providing clinicians 
with critical data for decision-making.

Evidence of effectiveness of viscoelastic tests in reducing transfusion require-
ments, healthcare costs, and complication rates is increasing [16–18]. In the trauma 
setting, the first report of benefit from a viscoelastic test-guided algorithm was pub-
lished by Schöchl and colleagues, who demonstrated favorable survival rates as 
compared to predicted trauma and injury severity score (TRISS) mortality (24.4% 
vs. 33.7%; p  =  0.032) in a retrospective analysis of 131 patients treated with a 
ROTEM-guided algorithm [19]. In their pre-post cohort study published in 2015, 
Nardi and colleagues assessed the impact of early ROTEM-based coagulation sup-
port on blood product consumption, mortality, and treatment costs [20]. They com-
pared two matched cohorts of patients (median ISS 32.9 vs. 33.6) before and after 
the introduction of a coagulation support protocol based on the early delivery of 
4 units of packed red blood cells (RBCs) and 2 g of fibrinogen concentrate followed 
by ROTEM-guided transfusions. The authors found marked reduction in blood 
product consumption, reaching statistical significance for fresh frozen plasma (FFP) 
and platelet concentrates, and a non-significant trend toward a reduction in early and 
28-day mortality. The overall costs for transfusion and coagulation support (includ-
ing point-of-care tests) decreased by 23% between 2011 and 2013. One year later, 
Gonzalez and colleagues published their single-center randomized controlled trial 
comparing goal-directed hemostatic resuscitation using TEG versus standard coag-
ulation tests [21]. In their trial, all patients enrolled (131 patients, 56 in the TEG 
group, 55  in standard coagulation tests group) received an initial transfusion of 
4 units of RBCs and 2 units of FFP upon activation of the massive transfusion pro-
tocol. After the initial transfusion, patients followed an algorithm based either on 
standard coagulation tests (international normalized ratio [INR], platelet count, 
fibrinogen level, and D-dimer) or on rapid-TEG. Twenty-eight-day mortality was 
greater in the standard coagulation test group compared to the TEG group (36.4% 
vs. 19.6%, p = 0.032). The two groups did not differ in terms of RBC transfusions, 
but the TEG group received less FFP, platelets, and cryoprecipitate at selected time 
points. Finally, in 2017, Innerhofer and colleagues prospectively compared the effi-
cacy of ROTEM-guided administration of coagulation factor concentrates (fibrino-
gen, factor XIII, and four-factor PCC) versus plasma transfusion to treat traumatic 
coagulopathy and to stop bleeding [22]. Trauma patients with ISS >15 and signs of 
coagulopathy were randomized to either 15  ml/kg of FFP (48 patients) or 
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coagulation factor concentrate therapy (predominantly fibrinogen) guided by 
ROTEM (52 patients). After the second round of therapy according to each protocol 
(FFP vs. factor concentrates) and in case of treatment failure (persisting coagulo-
pathic bleeding or pathological ROTEM results), rescue therapy was initiated with 
crossover of the protocols. The trial was stopped early as the preplanned interim 
analysis showed a significant difference in treatment failure combined with an 
increased risk of massive transfusion in patients in the FFP group. Indeed, FFP 
failed to correct coagulopathy in 52% of patients compared to only 4% of patients 
in the ROTEM-guided group. Furthermore, massive transfusion rate (12% vs. 30%; 
p = 0.042) and number of days on hemofiltration (11.0 vs. 27.0; p = 0.038) were 
lower in the ROTEM- guided group. Further high-quality evidence on the use of 
viscoelastic tests to guide hemostatic resuscitation after severe trauma will be pro-
vided soon from three ongoing randomized clinical trials: two single-center studies 
(STATA trial—Clinicaltrials.gov Identifier: NCT02416817; VISCOTRAUMA 
trial—Clinicaltrials.gov Identifier: NCT03380767) and one multicenter study 
(iTACTIC trial—Clinicaltrials.gov Identifier: NCT02593877).

27.4  Cardiovascular Surgery

The contribution of viscoelastic tests to perioperative hemostasis management in 
cardiac surgery has been extensively studied in past years. Many retrospective, 
observational, before and after studies as well as randomized controlled studies 
have pointed toward a benefit of viscoelastic test-guided algorithms compared to 
standard care in reducing time to diagnosis of coagulopathy, allogeneic blood com-
ponent transfusions, surgical re-explorations, thromboembolic events, and inci-
dence of postoperative kidney failure. It is worth noting that, compared to other 
clinical settings, the use of perioperative antiplatelet drugs is more frequent in car-
diac surgery and point-of-care tests of platelet function are commonly integrated 
with viscoelastic results in algorithms of hemostasis management. A systematic 
review and cost-effectiveness analysis in the cardiac surgery setting found that 
viscoelastic tests were cost-saving and more effective than standard coagulation 
tests, with the greatest saving per-patient for TEG (£79) followed by ROTEM 
(£43) [17]. The authors confirmed previous findings of a significant reduction in 
RBC transfusions [RR 0.88, 95% confidence interval (CI) 0.80–0.96; six studies], 
platelet transfusions (RR 0.72, 95% CI 0.58–0.89; six studies), and FFP transfu-
sions (RR 0.47, 95% CI 0.35–0.65; five studies); however, clinical outcomes did 
not differ significantly between groups. Deppe and colleagues recently published 
a meta-analysis of 17 studies (9 randomized controlled trials and 8 observational 
studies) [18]. For patients allocated to viscoelastic test algorithms, they confirmed 
decreased odds to receive allogeneic blood products (OR 0.63, 95% CI 0.56–0.71; 
p  <  0.00001) and re-exploration due to postoperative bleeding (OR 0.56, 95% 
CI 0.45–0.71; p < 0.00001), and reduced incidence of acute kidney injury (AKI; 
OR 0.77, 95% CI 0.61–0.98; p = 0.0278) and thromboembolic events (OR 0.44, 
95% CI 0.28–0.70; p  =  0.0006). A subsequent meta-analysis, including a large 

G. E. Iapichino et al.

http://clinicaltrials.gov
http://clinicaltrials.gov
http://clinicaltrials.gov


337

multicenter stepped- wedge cluster randomized controlled study on 7402 patients, 
concluded that evidence to support use of viscoelastic testing in cardiac surgery is 
weak because TEG- or ROTEM-guided algorithms for management of coagulo-
pathic hemorrhage had no effect on clinically sound outcomes such as mortality, 
stroke, emergency re- exploration, or ICU length of stay [23]. Nevertheless, the 
2017 joint guidelines from the European Association for Cardio-Thoracic Surgery 
and European Association for Cardiothoracic Anesthesiology suggest considering 
viscoelastic test-based algorithms for the bleeding patient to reduce the number of 
transfusions (Class IIa, level B) [24].

27.5  Liver Disease, Hepatic Surgery, and Transplantation

The coagulopathy of end-stage liver disease, once diagnosed by prolongation of 
conventional coagulation tests and thought to expose patients to an increased ten-
dency to bleed, results from complex derangements in both anti- and procoagulant 
processes and involves humoral and cell-based hemostasis. Patients with cirrhosis 
are now believed to have a “rebalanced” coagulation system because decreased lev-
els of procoagulants are accompanied by decreased levels of naturally occurring 
anticoagulants. This new balance, however, may be easily shifted toward bleeding 
or thrombosis by underlying or ensuing clinical conditions as well as invasive pro-
cedures. Prothrombin time (PT) and activated partial thromboplastin time (aPTT) 
are unsuitable in this setting as they only measure reduced procoagulant factor con-
centrations, missing the simultaneous drop in anticoagulants. Viscoelastic tests are 
not hindered by conventional test limits and have been increasingly applied in liver 
disease and liver surgery since the early 1990s. Two studies investigated the ability 
of ROTEM to predict transfusion requirements during liver transplantation and in 
the postoperative period. In their retrospective study on 100 patients, Fayed and col-
leagues examined the correlation of preoperative ROTEM results with intraopera-
tive transfusion requirements and demonstrated that prolonged preoperative 
EXTEM clotting time was an independent predictor for RBC and FFP transfusions 
[25]. Similarly, Dötsch and colleagues retrospectively analyzed data from 243 
patients undergoing liver transplantation to evaluate whether ROTEM or standard 
coagulation tests obtained at ICU admission could predict the occurrence of bleed-
ing requiring relaparotomy or transfusion of three or more packed RBC units within 
48 h [26]. Patients were treated with an evidence-based ROTEM-guided transfusion 
algorithm intraoperatively and in the ICU, and the overall incidence of bleeding was 
12.3%; aPTT (area under the curve [AUC] 0.69 [0.63–0.75]), PT (0.62 [0.56–0.69]), 
EXTEM clotting time (0.68 [0.62–0.74]), and FIBTEM A10 (0.64 [0.57–0.70]) 
were significantly associated with major postoperative bleeding, with FIBTEM 
being a better predictor of postoperative bleeding compared to plasma fibrinogen 
concentration. Viscoelastic tests not only predict bleeding but may also help in the 
prediction of thrombotic complications after liver transplantation. A retrospective 
analysis of 828 liver transplant patients revealed an incidence of hepatic artery 
thrombosis of 9.5% (79 patients); the maximum amplitude on preoperative TEG 
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was significantly higher in patients diagnosed with early hepatic artery thrombosis 
compared to those without (71.2 mm vs. 57.9 mm; p < 0.0001). Receiver operating 
characteristic analysis with the cutoff value for maximum amplitude of 65 mm or 
greater returned an AUC of 0.75 (p < 0.001) predicting early hepatic artery throm-
bosis with a sensitivity of 70% [27].

Viscoelastic test-guided management of invasive procedures in cirrhotic patients 
and of bleeding during liver surgery has been investigated in recent years by several 
retrospective and prospective studies. As in cardiac surgery, the bulk of the literature 
suggests a role for viscoelastic-guided protocols to reduce allogeneic blood product 
exposure along with postoperative complications but without significant improve-
ments in mortality. For the sake of the present review, it is worth reporting the 
results of two pragmatic studies. De Pietri and colleagues, in their prospective, 
open-label randomized controlled study, randomized 60 consecutive cirrhotic 
patients with coagulopathy (INR > 1.8 and/or platelet count <50 × 109/l) scheduled 
to undergo an invasive procedure to receive blood products according to either stan-
dard coagulation tests or TEG results [28]. All subjects in the standard coagulation 
test group received blood products vs. only five in the TEG group (100% vs. 16.7%, 
p < 0.0001). Post-procedural bleeding occurred in only one subject in the conven-
tional test group; numbers of packed RBC transfusions were comparable in both 
groups. Leon-Justel and colleagues prospectively evaluated the institution of a 
point-of-care hemostasis management strategy in 200 consecutive liver transplant 
patients [29]. They compared the first 100 patients (before cohort) with the next 100 
patients (after cohort) and found that a ROTEM-guided transfusion algorithm 
reduced the rate of transfusion of packed RBCs, FFP, and platelets, resulting in an 
increased rate of transfusion-free transplants from 5% to 24% (p < 0.001), a reduc-
tion of massive transfusion from 13% to 2% (p = 0.005), and a concomitant reduc-
tion in postoperative complications [29].

27.6  Postpartum Hemorrhage

Despite the decline in mortality due to improvements in obstetric and anesthetic 
management, hemorrhage remains the most frequent cause of major morbidity 
in the obstetric population leading to postpartum hysterectomies and ICU admis-
sions. Severe obstetric hemorrhage is often associated with coagulopathy of dra-
matic onset, the severity of which varies depending on the cause: dilution of the 
circulating volume with non-hemostatic fluids, consumption of coagulation factors, 
and fibrinogen and fibrinolytic cascade disturbances to mention a few. Importantly, 
during normal pregnancy, there is an increase in coagulation factors, a decrease in 
naturally occurring anticoagulants, and an increase in platelet reactivity, inducing 
a procoagulant milieu (detected by viscoelastic assays [30]), which allows most 
cases of postpartum hemorrhage to be well tolerated without the need for admin-
istration of allogeneic blood products. On the other hand, low plasma fibrinogen 
is associated with increased risk of progression to severe postpartum hemorrhage. 
The utility of viscoelastic tests in the prediction of severity of bleeding episode 
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and need for transfusions was investigated by Collins and colleagues in a prospec-
tive cohort study of 347 women with estimated blood loss of at least 1 liter [31]. 
The authors found that FIBTEM A5 and plasma fibrinogen had similarly improved 
diagnostic ability for larger hemorrhage volumes and prediction of transfusion of 
4 or more RBC units (AUC 0.78 for both FIBTEM A5 and fibrinogen); FIBTEM 
results, however, were available much sooner compared to laboratory fibrinogen 
levels. The same group, in a later multicenter study, randomized women with ongo-
ing postpartum hemorrhage and a FIBTEM A5 ≤15 mm to receive either fibrinogen 
concentrate or placebo [32]. The study was negative: fibrinogen concentrate therapy 
was not associated with fewer transfusions, but the pre-specified subgroup analyses 
suggested that fibrinogen replacement may be beneficial in case of lower FIBTEM 
A5 (≤12 mm). More recently, McNamara and colleagues reported the results of 
an observational study following the introduction of a ROTEM-guided fibrinogen 
concentrate- based algorithm to treat coagulopathy in major obstetric hemorrhage 
[33]. In the 4-year study period, 893 women had an estimated blood loss exceed-
ing 1500 ml (defined as major hemorrhage), 203 of whom exhibited a FIBTEM A5 
≤12 mm. The authors compared clinical outcomes and transfusions of those 203 
patients with 52 patients with the same criteria over a 12-month pre-intervention 
period. In the algorithm group, there was a significant reduction in the number of 
units (p < 0.0001) and total volume of blood products transfused (p = 0.0007), with 
a reduction in transfusion-associated circulatory overload (p = 0.002). Reduction 
of FFP transfusion explains the significant reduction in overall allogeneic transfu-
sions; the use of fibrinogen concentrates to treat coagulopathy instead of FFP is 
likely to be responsible for the improvement in clinical outcome (and elimination 
of the incidence of transfusion-associated circulatory overload). Again, viscoelastic 
test- guided algorithms facilitate rapid and precise diagnosis of coagulopathy and 
also diagnosis of absence of coagulopathy, avoiding unnecessary blood product 
transfusion.

27.7  Venous Thromboembolism

In addition to their role in the management of coagulopathies, viscoelastic tests can 
detect hypercoagulability and help in the prediction of thrombotic complications. 
Trauma patients often arrive at the emergency department in a hypocoagulable or 
normocoagulable state, but, within 5  days, over half of the patients progress to 
hypercoagulability and are at increased risk of deep vein thrombosis, as shown in a 
retrospective analysis of prospectively collected data on 898 trauma patients [34]. 
Furthermore, hypercoagulable TEG results at admission predicted subsequent 
venous thromboembolism in two large cohorts of trauma patients [35, 36]: Brill and 
colleagues, in their prospective cohort study on 684 patients, found hypercoagula-
ble TEG (reaction time below, angle above, or maximum amplitude above reference 
ranges) to be independently associated with deep vein thrombosis at multivariate 
analysis, with an odds ratio of 2.41 (95% confidence interval, 1.11–5.24; p = 0.026) 
[35]; similarly, Cotton and colleagues found maximal amplitude >72 mm on the 
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admission TEG to predict pulmonary embolism risk with an odds ratio of almost 6.0 
(5.8, 95% confidence interval 2.86–11-78; p < 0.0001). Maximal amplitude cutoff 
>72 mm alone had a sensitivity of 49% and specificity of 87% for pulmonary embo-
lism prediction [36].

In the ICU setting, an Australian group enrolled patients with suspected coagu-
lopathy (PT >1.5 and/or aPTT >40 s and/or platelet count <150 × 109/l) and higher 
perceived risk of bleeding and performed a TEG analysis within 48 h from admis-
sion [37]. At follow-up, 15.8% of the 215 patients enrolled developed symptomatic 
thromboembolism; most patients had normal or increased clot strength at TEG 
analysis (despite abnormal standard coagulation tests) and several TEG parameters 
suggested hypercoagulability in those who subsequently developed thromboembo-
lism. Additionally, a viscoelastic-based algorithm to adjust low-molecular-weight 
heparin (LMWH) in ICU patients was compared to standard fixed dosing in two 
recent randomized controlled studies [38, 39]. Together, the two studies enrolled 
235 trauma and general surgery patients admitted to the ICU.  In the TEG-based 
group the targeted value of the change in reaction time (reaction time without 
heparinase - reaction time with heparinase) was 1–2  min in one study [38] and 
>1.4 min in the other [39], and LMWH dose was titrated accordingly. In both stud-
ies, the proportion of patients in the treatment groups achieving the target change in 
reaction time was low (10.4% in the study by Connelly and colleagues [38] and 
12% in the study by Harr and colleagues [39]), and there were no differences in 
thromboembolic events between the treatment and control groups.

27.8  Sepsis and Septic Shock

Given the complexity and number of interconnections between the inflammatory 
and hemostatic systems, it is no surprise that coagulation disturbances are frequent 
in patients with sepsis and associated with increased mortality [40]. Due to their 
ability to depict bed-sided whole blood coagulation potential, viscoelastic tests are 
privileged tests in the assessment of patients with septic shock in the ICU. In their 
prospective study on 50 septic patients, Ostrowski and colleagues found that patients 
with hypocoagulable kaolin-activated TEG at admission (maximal amplitude 
<51 mm) had higher Sequential Organ Failure Assessment (SOFA) scores and DIC 
scores compared with hypercoagulable patients and higher 28-day mortality com-
pared with normocoagulable patients (all p < 0.05) [40]. Those results were con-
firmed by a retrospective analysis on the data from 260 patients from a randomized 
controlled trial of hetastarch resuscitation in sepsis [41]. The authors performed a 
Cox regression analysis with time-dependent covariates and joint modeling tech-
niques including TEG variables at admission and daily in the ICU and clinical data 
such as bleeding and mortality. They found that deterioration toward hypocoagula-
bility (or hypercoagulability) in any TEG variable significantly increased (or 
decreased) the risk of death compared with normocoagulability. The impact of fibri-
nolysis derangement on the outcome of septic patients was analyzed in two studies 
using TEG and ROTEM, respectively [42, 43]. Both studies prospectively enrolled 
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patients with sepsis or septic shock admitted to the ICU: Panigada and colleagues 
performed a modified kaolin TEG test with the addition of urokinase to better assess 
fibrinolysis; their analysis revealed a greater impairment of fibrinolysis in septic 
patients (n = 40) compared to healthy individuals (n = 40), and the lysis at 30 min 
parameter predicted mortality at ICU discharge (OR 0.95, 95% CI 0.93–0.98, 
p = 0.003) in univariate logistic regression [42]. Similarly, Prakash and colleagues 
enrolled 70 septic patients followed with ROTEM analysis, standard coagulation 
tests and other parameters at admission and daily for 72 h [43]. Impaired fibrinoly-
sis on ROTEM was correlated with severity of organ failure in septic patients at 
presentation. By contrast, improvement in sepsis-related organ failure was strongly 
associated with an early increase in fibrinolysis as reflected by an increase in maxi-
mum lysis. Aside from the described prognostic ability, the implications for 
viscoelastic- guided therapeutic intervention in sepsis are still unknown.

27.9  Extracorporeal Membrane Oxygenation

Choice of anticoagulant, degree of anticoagulation, and its monitoring during ECMO 
are highly debated topics in the literature. While many centers rely on multiple 
coagulation tests to follow the course of ECMO patients, the evidence for viscoelas-
tic tests to guide bleeding and anticoagulation in this setting is scarce. Reduced clot 
firmness at EXTEM and FIBTEM was significantly associated with severe bleeding 
in a retrospective study of 24 ECMO patients and 23 patients with a ventricular 
assist device [44]; conversely, no association between TEG variables and bleeding 
was found in a retrospective study on 32 patients on venovenous ECMO, although 
46% of the kaolin TEG analyses showed considerable heparin effect [45]. The same 
group recently published a pilot randomized controlled trial on the safety and feasi-
bility of a TEG-based protocol to guide anticoagulation during venovenous ECMO 
as compared with an aPTT-based protocol [46]. The patients allocated to the TEG 
group compared to the aPTT group received less heparin (11.7 vs. 15.7 units/kg/h, 
p = 0.03), had a trend toward fewer bleeding events (47.6% vs. 71.4%, p = 0.21), 
and experienced the same number of thrombotic events (19% vs. 19%, p = 1).

27.10  Conclusion

Viscoelastic tests have become an essential part of hemostatic assessment in a wide 
range of clinical scenarios spanning from the emergency setting through elective 
surgery to the ICU. Coagulation management guided by algorithms incorporating 
viscoelastic tests has been shown to be effective in reducing bleeding, transfusion 
requirements, complication rates, and healthcare costs. The role of viscoelastic tests 
in improving important clinical endpoints, however, is currently supported by lim-
ited and low-quality evidence. Moreover, further research on the optimal transfu-
sion triggers and targets using viscoelastic tests may facilitate clinical practice and 
result in improved patient safety.
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28Extracorporeal Filter and Circuit 
Patency: A Personalized Approach 
to Anticoagulation

S. Romagnoli, Z. Ricci, and C. Ronco

28.1  Introduction

Acute kidney injury (AKI) occurs in about 50% of all critically ill patients admit-
ted to the intensive care unit (ICU), and 10–20% of them require renal replacement 
therapy (RRT) [1]. In patients with hemodynamic instability and shock, continuous 
RRT (CRRT) is preferred over intermittent hemodialysis [2]. In order to deliver 
the prescribed therapy minimizing the downtime, extracorporeal circuit and filter 
patency has to be effectively obtained. Early extracorporeal circuit and filter clot-
ting is a frustrating experience that reduces treatment efficacy and increases bedside 
workload and costs. Until recently, the most common approach to extracorporeal 
circuit and filter anticoagulation was based on the infusion of unfractionated hepa-
rin (UFH) [2]. Although generally infused into the circuit, UFH infusion generally 
leads to systemic anticoagulation, with an increased risk of bleeding, especially 
in critically ill patients and surgical patients who may have impaired hemosta-
sis independently of heparin administration. In view of this and other potential 
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complications (e.g., heparin-induced thrombocytopenia [HIT]), alternative modali-
ties of anticoagulation during CRRT have gained popularity in recent years and 
have somehow changed the way CRRT is prescribed and delivered.

28.2  Systemic Strategies

28.2.1  Unfractionated and Low-Molecular-Weight Heparin

Heparin increases antithrombin (AT) activity on factors Xa, IIa, IXa, Xia, and XIIa. 
During CRRT, heparin can (theoretically) be infused directly to the patient (dedi-
cated external line) or into the extracorporeal circuit via a dedicated internal line. 
The latter approach is recommended since, logically, the highest heparin concentra-
tion is reached at the prefilter site and thus at the location where the coagulation 
system is activated. In many centers, systemic heparin anticoagulation is the stan-
dard modality for CRRT. Heparin administration implies low costs, good drug avail-
ability, easy monitoring with activated prothrombin time (aPTT), and the possibility 
of administering an antagonist (protamine). However, systemic heparin anticoagu-
lation has some adverse effects that are contributing to its replacement with alterna-
tive techniques: increased bleeding risks (e.g., secondary to sepsis-associated 
thrombocytopenia and/or coagulopathy; major surgery, hepatectomy; trauma), HIT, 
and ineffective anticoagulation due to heparin resistance [3]. Bleeding occurs in 
5–40% of patients undergoing CRRT with systemic heparin anticoagulation [3–8], 
and this risk appears higher than with regional citrate anticoagulation [3, 9] 
(Fig. 28.1).

The complex of heparin and platelet factor 4 leads to the production of auto- 
antibodies that are at the basis of HIT. The antibody-platelet binding leads to platelet 
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activation, causing potentially life-threatening thrombosis or thromboembolism. 
HIT is not a rare phenomenon and patients who receive unfractionated heparin for 
7–10 days are at the highest risk with an incidence of 1–3% after cardiac surgery 
[10]. Logically, many studies have demonstrated a higher incidence of HIT during 
systemic heparin anticoagulation than with regional citrate anticoagulation [4, 5, 11].

In some patients, UFH infusion is not able to maintain sufficient anticoagulation 
and or the dose of UFH has to be increased in order to achieve the same aPTT level. 
This form of “resistance” can be related to different phenomena: insufficient AT 
concentration (AT should be measured in patients undergoing systemic heparin 
anticoagulation-CRRT) due to congenital deficit (rare) [12], decrease due to clinical 
conditions (e.g., chronic, acute or acute-on-chronic liver failure, bleeding, con-
sumption). Heparin resistance may occur independently from AT concentration: 
heparin can be bound by a number of molecules including platelet factor 4, colla-
gen, growth factors, elastase, and factor VIII [12, 13].

A potential alternative to UFH is low-molecular-weight heparin (LMWH) that 
can be suggested because of a lower incidence of HIT, less platelet activation, less 
inactivation by platelet factor-4, greater and more consistent bioavailability, and no 
metabolic adverse effects. Many disadvantages limit the widespread use of LMWH 
as an anticoagulation strategy for CRRT: (1) LMWH is eliminated via the kidneys 
and in case of renal failure its biological half-life is prolonged causing a risk of 
accumulation [14]; (2) CRRT only partially removes LMWH [15]; monitoring of 
the effect of LMWH requires the measurement of anti-Xa-activity (expensive and 
not available in all centers) [16]; (3) due to the difficulty in evaluating its concentra-
tion, LMWH cannot be completely antagonized by protamine. Few data can be 
found in the literature comparing LMWH and UFH. One randomized controlled 
study dates back more than 10 years [17]: enoxaparin showed difference in bleeding 
events compared to UFH, but anti-Xa-activity was tested every day and enoxaparin 
adjusted accordingly. Interestingly, the filter lifespan was longer in the LMWH 
group versus UFH (31 vs. 22 h, respectively; p < 0.017) [17]. Due to the paucity of 
data available on LMWH as an anticoagulant during CRRT, a final recommendation 
for or against its use cannot be made. Probably LMWH could be considered as a 
second-line anticoagulant after systemic heparin anticoagulation, when adverse 
effects, such as resistance or inadequate anticoagulation, are observed with UFH.

28.2.2  Direct Thrombin Inhibitors

Two techniques are available as potential alternatives to UFH or LMWH: hirudine 
and argatroban. Recombinant hirudin, a direct inhibitor of factor IIa (thrombin), can 
be used in cases of HIT. Since hirudin is eliminated by the kidneys, its half-life can 
be prolonged from 1 to 2 h to over 50 h in case of renal insufficiency [18]. The mol-
ecule cannot be eliminated via hemofiltration (molecular weight is about 7000 Da) 
and no antidote exists. Its effect can be measured using the ecarin clotting time, 
which is not available in all the hospitals. Filter lives are shorter in comparison with 
other techniques and bleeding complications more frequent [18]. Argatroban, another 
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factor IIa inhibitor, is a 500 Da molecule derived from L-arginine and metabolized in 
the liver [19]. With a half-life of 45 min, its anticoagulant effect decreases 2–4 h after 
cessation of continuous infusion [20]. Argatroban is licensed for use in HIT. There 
are few data available in the literature. In a prospective study of 30 patients with HIT, 
argatroban was used as anticoagulant during continuous veno-venous hemodialysis 
(CVVHD). Only two patients developed minor bleeding and no patient developed 
severe bleeding. Ninety-eight percent of the extracorporeal filters ran for at least 24 h 
[21]. In conclusion, in case of HIT and/or extracorporeal circuit and filter thrombo-
sis, when regional citrate anticoagulation is not available or not deemed to prevent 
clotting [22], argatroban could be the anticoagulant of choice. Interestingly, repeated 
and unexplained filter clotting during CRRT under regional citrate anticoagulation 
should encourage clinicians to exclude HIT [22].

28.3  Regional Strategies

28.3.1  Regional Citrate Anticoagulation

Techniques aimed to manage the coagulation in the extracorporeal circuit with-
out affecting systemic coagulation (regional anticoagulation), although theoreti-
cally more complex to deliver, have been considered and significantly developed 
in recent years. Indeed, regional citrate anticoagulation has been demonstrated 
to prolong filter life and decrease the rate of complications, downtime, and costs 
compared with heparin [23] and is now recommended as the first-line anticoagu-
lation strategy for CRRT in patients without contraindications [2]. This regional 
technique is based on the reversible chelation of ionized calcium, a cofactor of 
many steps in the clotting cascade, in the extracorporeal circuit and filter. In order 
to optimize the anticoagulant effect, citrate is infused proximally to the vascular 
access by means of the pre-dilution line (Fig. 28.2). The application of regional 
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Fig. 28.2 Continuous renal replacement therapy (CRRT) circuit with citrate regional 
anticoagulation
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citrate anticoagulation requires particularly dedicated protocols, knowledge of the 
biochemical mechanisms underpinning this particular technique of anticoagulation 
and specific training of both medical and nursing staff.

In this section, some “advanced” aspects of citrate anticoagulation strategy will 
be summarized. Clinicians aware of the basic concepts of regional citrate anticoagu-
lation could take advantage of specific aspects of regional citrate anticoagulation to 
better personalize the strategy to individual patients.

28.3.1.1  Citrate Infusion Rate and Citrate Load
The infusion rate of citrate and the patient’s resultant citrate load depend on the 
following:

• The prescribed citrate/blood flow (QB) ratio: the citrate infusion depends on the 
dose of citrate (in mmol) the operator decides to infuse per liter of blood flow 
(QB)—mmol (citrate) per l (blood). Companies suggest starting with an initial 
dose of 3 or 4 mmol of citrate per liter of blood. The target range of ionized cal-
cium in the circuit is 0.25–0.35 mmol/l (slightly variable in the literature) [24, 
25]. An ionized calcium of <0.2 mmol/l prevents activation of coagulation cas-
cades and platelets. The infusion rate of the citrate solution is modified according 
to the ionized calcium concentration sampled from the outflow line (Fig. 28.3). 
In modern CRRT machines, the citrate administration rate is electronically cou-
pled with blood flow.

• The blood flow rate—citrate administration is coupled with the blood pump. 
Since a citrate dose/QB ratio is set by the operator and modifiable at any time, 

Replacement (POSTDILUTION)

Dialysate

Effluent

iCa target: 0.25-0.35 mmol/l

Citrate (PREDILUTION LINE)

Citrate infusion: 3-4 mmol per liter Qb

Citrate concentration:
18 or 136 mmol/l

Fig. 28.3 Continuous renal replacement therapy (CRRT) circuit with citrate regional anticoagula-
tion. Ionized calcium (iCa) sampling site and citrate solution infusion scheme
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depending on the ionized calcium concentration in the outflow line, the higher 
the QB, the higher the citrate infusion into the extracorporeal circuit.

• Concentration of the citrate solution used: two main solutions are commonly 
used. A diluted solution (e.g., 18 mmol of citrate per l of solution; bags of 5 l) or 
a concentrated solution (e.g., 136 mmol of citrate per l of solution; bags of 2 l). 
Once the dose is prescribed and the QB set, the citrate solution used will depend 
on the concentration. By changing the concentration, the total amount of citrate 
infused into the extracorporeal circuit does not change; what will change will be 
the flow of the solution infused into the inflow line via the pre-dilution line.

Importantly, the citrate–calcium complex has a molecular weight of 298 Da, high 
hydrosolubility (due to the negative charge of a free carboxylate radical) and a siev-
ing coefficient of 1 [25]. Thus, up to 50% or 30–60% of the infused citrate–calcium 
complexes are removed via the hemofilter during the first passage (Table  28.1). 

Table 28.1 Metabolic derangements during regional citrate anticoagulation

Clinical condition Risks Metabolic derangement Interventionsa

•  Liver 
dysfunction

Citrate 
accumulation

•  Metabolic acidosis
•  Decreased iCa
•  ↑ Ca/iCa
•  Hyperlactatemia

•  Alternative 
anticoagulation strategy

•  ↓Citrate load: ↓QB; 
↓citrate/QB ratio 
(depending on iCa in 
the post-filter)

•  ↑CCC elimination: ↑QD 
in CVVHD, CVVHDF; 
↑QR

POST in CVVH, 
CVVHDF

•  Supply calcium

•  Hypoxemia
•  Shock

•  Normal liver 
and 
mitochondrial 
function (A)

Citrate 
overload

•  Metabolic alkalosis (citrate 
metabolism + increase in 
SID due to sodium load)

•  No increase in Ca/iCa
•  iCa normal

•  ↓Citrate load: ↓QB; 
↓citrate/QB ratio 
(depending on iCa in 
the post-filter)

•  ↑ CCC elimination: ↑QD 
in CVVHD, CVVHDF; 
↑QR

POST in CVVH, 
CVVHDF

•  Supply calcium
•  Normal liver 

and 
mitochondrial 
function (B)

Insufficient 
citrate load

•  Metabolic acidosis (source 
could be AKI)—insufficient 
compensation with buffers 
coming from citrate 
metabolism

•  No increase in Ca/iCa

•  ↑ Citrate load: ↑QB; 
↑citrate/QB ratio 
(depending on iCa in 
the post-filter)

•  ↓CCC elimination: 
decrease QD in 
CVVHD, CVVHDF; 
decrease QR

POST in 
CVVH, CVVHDF

AKI acute kidney injury, Ca calcium, CVVH continuous veno-venous hemofiltration, CVVHD 
continuous veno-venous hemodialysis, CVVHDF continuous veno-venous hemodiafiltration, 
CCC calcium-citrate complex, iCa ionized calcium, QB blood flow: dialysate flow, QR

POST 
replacement flow in post-dilution, SID strong ion difference
aInterventions depend on the actual situation (e.g., machine setting—QB, QD, QR

POST, post-filter iCa)
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Consequently, depending on the prescription, the citrate–calcium complexes can be 
actively removed in the effluent flow (QEFF). By increasing the CRRT dose, dialysate 
flow (QD), and/or an increase in replacement flow (QR

POST), more citrate–calcium 
complexes will be filtered into the QEFF leaving the extracorporeal circuit and even-
tually reducing the citrate load.

Depending on the removal rate of citrate–calcium complexes, some degree of 
hypocalcemia (and hypomagnesemia) will occur and to avoid a negative calcium 
balance an infusion of calcium is recommended and a mandatory step in any pro-
tocol specifically dedicated to regional citrate anticoagulation (calcium chloride 
must be infused either in the outflow line—via a dedicated line and pump—or 
directly through a separate central line). Clinical signs of hypocalcemia in humans 
appear below a level of 0.8 mmol/l of plasma ionized calcium [26]. The citrate–
calcium complexes that are not filtered into the QEFF enter the systemic circulation 
(citrate load). In conditions of normal perfusion and oxygenation, citrate–calcium 
complexes dissociate and under physiological conditions, citrate’s half-life is 
approximately 5  min [25]. The citrate is metabolized via the Krebs’s cycle (a 
mitochondrial metabolic pathway involved in the chemical conversion of carbo-
hydrates, fats, and proteins to generate adenosine triphosphate [ATP]), being an 
intermediate in aerobic organisms, mostly in liver cells and also in the skeletal 
muscle and in the renal cortex releasing sodium as well as calcium ions [25–27] 
(Fig.  28.4). Even though solutes containing citrate vary in concentration, the 
actual citrate delivery rate to the CRRT extracorporeal circuit ranges from 17 to 
45 mmol/h [28].

Replacement (POSTDILUTION)

Dialysate

Effluent

40-60%

100%

40-60%

40-60%

Citrate (PREDILUTION LINE)

Outflow line

Fig. 28.4 Citrate kinetics: about half of citrate load is excreted with the effluent and the remaining 
part is returned to the patient and eventually metabolized by the Krebs cycle
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28.3.1.2  Acid Base Disorders and Citrate Load Management
Within its metabolic pathway, one molecule of citrate yields energy (2.48  kJ 
[593 cal]/mmol citrate) [29] and three molecules of bicarbonate represent a consis-
tent source of bases. Metabolic alkalosis can result during regional citrate antico-
agulation from two different pathways: (a) citrate solutions have a high sodium 
content (three Na+ for one citrate molecule); trisodium citrate [Na3C3H5O(COO)3] 
is a rich source of sodium that may increase the plasma strong ion difference lead-
ing to increase in pH; (b) bicarbonate results from the metabolism of citrate as 
trisodium citrate can react with carbonic acid to form sodium bicarbonate 
(Table 28.1). Therefore, when citrate is regularly metabolized, regional citrate anti-
coagulation may be associated with metabolic alkalosis. Nevertheless, AKI and, 
more generally, critical illness are frequently associated with metabolic acidosis, 
and the buffer supplementation provided by citrate in terms of bicarbonates could 
be desirable.

In case of metabolic alkalosis, the operator may modify the CRRT prescription 
in different ways choosing one or a combination of the following possibilities:

• By increasing the CRRT dose (QD and/or QR
POST), more citrate–calcium com-

plexes will be eliminated in the QEFF reducing the citrate load to the patient.
• By reducing the citrate dose/QB ratio, less citrate will be infused into the extra-

corporeal circuit.
• By reducing QB, less citrate will be infused into the extracorporeal circuit.

In clinical practice, the choice that the operator applies will depend on patient 
condition: ionized calcium concentration in the outflow line (post-filter), QB, pre-
scribed dose, etc.

Limited QB, aimed at a minimum citrate load administration, is usually recom-
mended during regional citrate anticoagulation, and most protocols using diffusive 
modes (CVVHD) would recommend QB between 80 and 150 ml/min [25].

In case of metabolic acidosis, it is very important to distinguish citrate accumula-
tion (acidosis due to impaired citrate metabolism) from AKI-related metabolic aci-
dosis. In fact, citrate (C6H5O7) is an organic weak acid and circulating citrate–calcium 
complexes (C6H5O7 = Ca++) might lead to (potential) plasma acidification that in 
normal conditions is negligible due to their rapid clearance from the blood (about 
5  min). Nevertheless, when citrate catabolism is markedly impaired, citrate–cal-
cium complexes accumulate leading to citrate accumulation that may further worsen 
any previously existing metabolic acidosis. When a validated protocol is correctly 
applied, citrate accumulation is unlikely to occur [30]. Citrate accumulation must be 
promptly diagnosed and in the absence of a specific assay, it can only be suspected 
by an increased total calcium/ionized calcium ratio > 2.5 when both total and ion-
ized calcium are measured in mmol/l (or > 10 if total calcium is measured in mg/dl) 
[25, 28] (Fig.  28.5). The accumulation of citrate in a patient’s blood leads to a 
decrease in the systemic ionized calcium concentration, whereas the bound fraction 
of calcium rises because the calcium infused to correct the low ionized calcium 
binds to citrate. Consequently, there is a disproportional increase in total Ca, but 
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ionized calcium remains low. The calcium gap (total calcium—ionized calcium) 
and the total calcium/ionized calcium ratio increases. Worsening metabolic acidosis 
and hypocalcemia leading to systolic myocardial dysfunction and vasodilatation 
could be additional findings.

It is hard to identify those patients who are unable to tolerate the citrate load a 
priori, but some categories of patients should be considered at risk: acute liver fail-
ure or acute-on-chronic liver failure (not an absolute contraindication for regional 
citrate anticoagulation), circulatory shock with impairment of the Krebs cycle, 
intoxications causing mitochondrial blockage. Serum lactate concentration may 
help to appraise this risk since hyperlactatemia is a common finding in these condi-
tions. Nevertheless, it has to be noted that hyperlactatemia per se is not a contrain-
dication for regional citrate anticoagulation.

In general, to minimize citrate accumulation, a few rules can help:

• Identify high-risk patients for reduced citrate clearance (liver failure, shock, 
intoxications) and decide whether a different anticoagulation strategy should be 
provided or a modified regional citrate anticoagulation protocol (e.g., accepting 
higher intra-filter ionized calcium levels by delivering a reduced citrate load).

• Use limited QB (to limit citrate administration): since during convective modali-
ties (continuous veno-venous hemofiltration [CVVH]) a low QB is associated 
with high filtration rate (to increase citrate–calcium complex clearance), and 
early membrane clogging, using diluted citrate solutions delivered in pre- dilution 
(QR

PRE), may help to minimize this issue. On the other hand, in diffusive modes 
(CVVHD), low blood flow (>80 ml/min) may still provide adequate blood puri-
fication since QD is not restricted by filtration fraction and high flux membranes 
allow high clearance of citrate–calcium complexes.
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Fig. 28.5 When citrate is not metabolized (e.g., severe liver failure, shock): (1) the total serum Ca 
concentration appears to increase; (2) ionized calcium (iCa) falls due to the increase in Ca–citrate 
complexes; (3) the “calcium gap” (Ca–iCa) increases
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• Increase QD and/or QR
POST, depending on the prescribed modality, to increase 

citrate removal.

In case of metabolic acidosis and a total calcium/ionized calcium ratio < 2.5, an 
increase in QB should be sufficient to compensate the clinical picture. In fact, an 
increase in QB will be followed by an increase in citrate infusion and, therefore, 
bicarbonate production and release into the circulation. Alternatively, or in associa-
tion, a decrease in QD and/or a decrease in QR

POST should reduce the filtration of 
citrate–calcium complexes in the QEFF increasing the amount of citrate metabolized 
to bicarbonate. It is important to consider that in case of reduction of a filter’s clear-
ance capacity (e.g., progressive clogging), a decrease in citrate–calcium complex 
elimination may occur. In such situations, it is important to promptly replace the 
filter to avoid excessive citrate administration and underdialysis.

28.3.1.3  Regional Citrate Anticoagulation and Outcomes
Until now, evidence of a reduction in mortality with regional citrate anticoagula-
tion compared to systemic anticoagulation is still lacking, but a prospective ran-
domized controlled trial (RCT) comparing regional citrate anticoagulation with 
systemic heparin anticoagulation and targeting >1000 patients is currently being 
executed (Clinicaltrials.gov Identifier: NCT02669589). In the meantime, a pro-
longed filter lifetime is the most evident positive outcome related to the use of 
regional citrate anticoagulation as shown by multiple studies [23]: (1) with 
regional citrate anticoagulation, 17% of all circuits run up to 72 h, but none of 
those with systemic heparin anticoagulation; (2) clotting is the cause for discon-
tinuation of therapy in 80% of systems using heparin and in 30% of those using 
regional citrate anticoagulation; (3) the mean hemofilter lifespan/benchmark is 
about 15–20 h during systemic heparin anticoagulation versus 60 h with regional 
citrate anticoagulation.

The protocol published by Morgera and collaborators in 2009 gives clear recom-
mendations to adapt the citrate dose following measurement of ionized calcium in 
the circuit [31]. The same group, in an observational prospective study analyzing 
100 filters in 75 patients treated with a CRRT dose of 45 ml/kg/h, showed a mean 
filter running time of 78 h [32]. Interestingly, 51 circuits had to be replaced because 
of extended filter running time (96 h), 33 for reasons not related to RRT (62 h), and 
only 13 due to filter clotting (58 h) [32]. Additional interesting results were as fol-
lows: (1) the mean dose during the first 72 h was 49 ml/kg/h; (2) acid–base status 
after 72 h was well controlled in 62% of patients, metabolic alkalosis occurred in 
29%, and metabolic acidosis in 9% and in only 1 patient treatment was stopped 
because of citrate accumulation; (3) no bleeding complications occurred even if the 
selected population was deemed at high bleeding risk [32].

28.3.1.4  Patients at High Risk of Bleeding
Recently, results from an RCT designed to compare CVVH with regional citrate 
anticoagulation and with no anticoagulation in patients with a high risk of bleeding 
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(admitted to the ICU after major surgery) were published [33]. Fifty-six patients 
were equally allocated into the regional citrate anticoagulation or no anticoagula-
tion group. Compared to the no anticoagulation group, the regional citrate antico-
agulation group had fewer transfusions of packed red blood cells (RBCs) and 
platelets and a longer filter lifespan. The authors concluded that regional citrate 
anticoagulation used in CVVH is a safe and effective modality to deliver RRT to 
patients with an elevated risk profile for bleeding complications. Among the first 
studies exploring bleeding as a complication of regional citrate anticoagulation, one 
crossover RCT was published in 2004 [34]. Patients received systemic heparin or 
regional citrate anticoagulation and those who needed a second CVVH run received 
the other study medication in a cross-over design until the fourth circuit. Forty-nine 
circuits were analyzed and major bleeding only occurred during heparin anticoagu-
lation [34]. Morabito and collaborators evaluated 33 cardiac surgery patients who 
were switched from hemofiltration with no anticoagulation or systemic heparin to 
regional citrate anticoagulation (using a 12 mmol/l citrate solution). Interestingly, 
the transition to regional citrate anticoagulation significantly reduced transfusion 
requirements by more than 50% compared to both systemic heparin and no antico-
agulation [35]. Moreover, regional citrate anticoagulation-CVVH filter life (about 
50 h) was significantly longer (p < 0.0001) when compared with heparin (30 h) or 
no anticoagulation (25 h) [35].

28.3.1.5  Patients with Liver Failure
Patients with liver failure are one of the categories at higher risk for citrate accumu-
lation, and liver dysfunction or failure was originally considered a contraindication 
for regional citrate anticoagulation because early clinical observations had raised 
concerns about the safety and efficacy of regional citrate anticoagulation in these 
patients [3]. However, in patients with liver dysfunction, coagulation is often 
impaired and even if the bleeding risk is high (e.g., major liver surgery; major sur-
gery in patients with cirrhosis; shock in trauma), the extracorporeal circuit and filter 
undergo frequent clotting due to a tendency of these patients to have increased clot-
ting [36]. Thus, patients with impaired liver function might particularly benefit from 
regional citrate anticoagulation versus systemic heparin anticoagulation.

In 2015, Slowinski and collaborators published a multicenter, prospective, obser-
vational study, which included 133 patients (48 with normal liver function—biliru-
bin <2 mg/dl, 43 with mild liver dysfunction—bilirubin 2–7 mg/dl, and 42 with 
severe liver dysfunction—bilirubin >7 mg/dl) who were treated with regional citrate 
anticoagulation during CVVHD [37]. Metabolic imbalance was the main focus of 
the trial. The frequency of safety endpoints [acidosis or alkalosis (pH ≤7.2 or ≥7.55, 
respectively)] in the three patient strata did not differ and severe acidosis, the most 
feared complication, was found in 13, 16, and 14% in normal, mild, and severe liver 
dysfunction groups, respectively (p  =  0.95). Only 3 patients showed signs of 
impaired citrate metabolism. Overall filter patency was 49% at 72 h and after elimi-
nating for interruption of the treatment due to non-clotting causes, estimated 72-h 
filter survival was 96%. Recently, a systematic review [38], which included 10 
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studies and 1241 patients with liver failure, concluded that regional citrate antico-
agulation can be considered safe in liver failure patients undergoing CRRT, yielding 
a favorable filter lifespan (55 h). Specifically, the pooled rate of citrate accumulation 
was 12% and the bleeding rate was 5%. No significant increase in serum citrate was 
observed at the end of CRRT. Compared with non-liver failure patients, the liver 
failure patients showed no significant difference in the pH, serum lactate level, or 
total calcium/ionized calcium ratio during CRRT.

Since liver failure patients represent a category at risk for metabolic derange-
ments, a close monitoring for citrate accumulation is mandatory (but this is also true 
for all patients undergoing regional citrate anticoagulation).

28.3.1.6  Hypoxemic Patients
A vast majority of patients are admitted to the ICU with cellular hypoxia due to 
circulatory and or respiratory failure. The metabolic pathway of citrate is oxygen 
dependent, and severe hypoxemia or inability to bring oxygen to the cells might 
impair this cycle and citrate metabolism. Nonetheless, there are very few data in the 
literature regarding regional citrate anticoagulation in patients with cellular hypoxia. 
A small study including 10 severely hypoxemic patients (PaO2 < 60 mmHg) con-
cluded that regional citrate anticoagulation can be safely used in patients with 
hepatic function impairment but may induce acidosis and a decline in serum ionized 
calcium when used with hypoxemic patients [39]. Hence, hypoxemia should be 
acknowledged as an important risk factor for citrate accumulation and possibly 
alternative anticoagulation strategies should be considered. Larger trials are cur-
rently awaited to confirm this biologically plausible observation.

In conclusion, understanding of citrate “kinetics” may help the clinician correctly 
manage regional citrate anticoagulation in any clinical condition. In case of acid–
base disorder, clinicians should be able to distinguish citrate overload (metabolic 
alkalosis) from accumulation (elevated total calcium/ionized calcium ratio, increase 
need for calcium replacement, and worsening of acidosis). If an initial regional 
citrate anticoagulation strategy is delivered and eventually stopped due to an emerg-
ing contraindication or strategy failure, a switch to an alternative modality should be 
promptly considered, even within the context of the same CRRT session (e.g., stop 
regional citrate anticoagulation and start systemic heparin anticoagulation, a possi-
bility that is commonly allowed by third- and fourth-generation machines).

28.3.2  Regional Heparin–Protamine Anticoagulation

In this strategy, UFH is infused into the inflow line of the extracorporeal circuit, 
while protamine is infused into the outflow line to neutralize the anticoagulant effect 
of AT. aPTT must be measured in the circuit and in the systemic circulation [40]. 
This strategy is not recommended by the Kidney Disease Improving Global 
Outcomes (KDIGO) guidelines: “It is cumbersome and difficult to titrate because 
heparin has a much longer half-life than protamine, inducing a risk of rebound. In 
addition, it exposes the patient to the side-effects of both heparin (mainly the risk of 
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HIT) and protamine (mainly anaphylaxis, platelet dysfunction, hypotension, and 
pulmonary vasoconstriction with right ventricular failure) and is therefore not rec-
ommended” [2]. Even if regional heparin–protamine anticoagulation, in compari-
son with the other techniques, is more complex and associated with a high risk of 
adverse effects [13], it can be considered when heparin dosage is increased due to 
repeated filter clotting and excessively short extracorporeal filter life, regional 
citrate anticoagulation is unavailable or contraindicated, and UFH in excess may 
expose the patient to unacceptable bleeding risk. Clinicians applying regional hepa-
rin–protamine anticoagulation should be aware that this technique has to be limited 
to skilled centers and continued for short periods.

28.4  No Anticoagulation Strategies

The KDIGO guidelines recommend that regional citrate anticoagulation should 
be the first choice for CRRT in a patient without contraindications for citrate and 
in patients with a high bleeding risk rather than no anticoagulation. In the ICU, 
some patients should avoid heparin because of bleeding risk and citrate for con-
traindications. RRT can be done without anticoagulation, but some aspects should 
be considered in order to avoid very early clotting of the extracorporeal circuit 
and filter.

28.4.1  Determinants of Clotting Risk: Vascular Access, Circuit, 
Modality

The most frequent clotting sites are the venous access (vascular catheter), the hemo-
filter, and the venous air trap [41]. In particular, the vascular access, sometimes 
neglected, should be considered a sort of “Achille’s heel” for CRRT performance 
and coagulation since a well-functioning vascular access is a key factor to avoid 
premature failure of the extracorporeal circuit. In fact, catheter malfunction eventu-
ally leads to intermittent stasis of blood flow, which promotes clotting and subse-
quent circuit failure. Site of insertion, catheter length, and size and shape all 
represent key aspects to carefully consider as soon as the physician has decided that 
RRT is needed. Inadequate QB has been demonstrated to contribute to circuit failure 
[42]. Recommended sites of vascular access placement are the right internal jugular 
vein (with the tip in the right atrium) or femoral vein (with a length > 24 cm). A 
catheter size around 11.5–12 Fr is also strongly suggested [2, 43, 44]. The subcla-
vian position should be avoided given the high risk of kinking, the potential for 
subclavian stenosis [45], and inherent risks (pneumothorax, bleeding) [2]. 
Intrathoracic sites should be avoided in case of high intrathoracic pressures and, 
similarly, intra-abdominal sites should be avoided in case of intra-abdominal hyper-
tension. Catheters with side holes are discouraged because turbulent flow initiates 
clotting and contact of the holes with the vessel wall can arrest flow, thereby activat-
ing clotting. Short-term catheters for CRRT are made largely of polyurethane or 
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silicone. The first are stiffer, more traumatic for the vessel wall, easier to place, and 
with a larger inner lumen. The second are more flexible, less traumatic, less easy to 
place and with a narrower inner lumen (thicker wall).

The bio-incompatibility of the membrane surface sustains a complex activa-
tion of tissue factor, leukocytes, and platelets, favoring clotting [46]. To reduce 
the thrombogenicity of the membrane, surface coating with substances such as 
heparin or polyethyleneimine has been applied (e.g., Oxiris membrane by Baxter, 
Cleveland, MS, USA). However, the use of polyethyleneimine-coated membranes 
has not been demonstrated to prolong circuit lifespan during CVVH without anti-
coagulation in the critically ill population [47]. Similarly, the use of heparin in the 
priming solution (a common procedure applied while setting up the machine) did 
not reduce thrombogenicity of the membrane in continuous veno-venous hemodi-
afiltration (CVVHDF) [48].

In air trap chambers, the contact of blood with air may favor clotting. The addi-
tion of a continuous flow of water may significantly reduce the risk. For example, 
giving post-dilution fluids into the chamber can create a fluid layer on top of the 
blood level, possibly reducing clot development.

Hemodialysis is associated with a longer circuit life than hemofiltration [49]. 
During CVVH (basic solute transport mechanism is convection), hemoconcentra-
tion eventually occurs, promoting clotting because of higher concentrations of 
cells and coagulation factors in the filter. To reduce hemoconcentration, a blood 
filtration fraction (filtrate/QB) <0.15–0.20 is recommended and since higher blood 
flows are crucial to keep filtration fraction low, vascular access is key [42]. In 
order to reduce hemoconcentration, pre-dilution (the fluid lost by ultrafiltration is 
replaced before the filter) clearly represents a non-pharmacologic measure for 
clotting prevention. Some studies have demonstrated a longer filter lifespan with 
pre-dilution [50]. A recent RCT was designed to determine whether QB influences 
circuit life in CRRT: 96 patients were randomized at 150 or 250 ml/min in CVVH 
or CVVHD (50% pre- dilution in CVVH and 100% post-dilution in CVVHD; vas-
cular catheter 13.5 Fr). The authors found no difference in extracorporeal circuit 
and filter lifespan: 462 circuits showed a median life for the first circuit (clotted) 
of 9 h (150 ml/min) vs 10 h (250 ml/min); p = 0.37. It should be underlined that 
patients at risk of bleeding received no anticoagulation, and regional heparin–
protamine anticoagulation was delivered in the others. Although the external 
validity of this study can be questioned due to extremely low extracorporeal cir-
cuit lives, the important message here is that QB could be inadequate both with 
excessively low rates (presumably favoring hemoconcentration and coagulation 
processes) and with excessively high rates (likely due to shear stress at resistance 
points). Not only should anticoagulation be tailored to patients during CRRT but 
also many other aspects such as vascular access performance and an optimally 
coupled QB.

Finally, training and education for staff has a direct relationship to success and 
therefore circuit life. Machine “troubleshooting” alarms, recognizing access failure 
and correct use of anticoagulation (non-pharmacologic and pharmacologic), are the 
key areas for education and training.
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28.5  Conclusion

When a clinician has decided that CRRT is indicated, the choice of the anticoagula-
tion strategy is crucial to guarantee the optimal delivery of dialysis therapy. In 
patients without absolute contraindications, regional citrate anticoagulation is 
strongly recommended as it is safe, and effective for both extracorporeal circuit 
patency and bleeding complications. Regional citrate anticoagulation must be safely 
managed by an adequately trained staff according to precise protocols, including any 
deviation for specific patients. When impaired citrate metabolism and accumulation 
risks are significant (severe liver failure, hypoxemia, shock), UFH may represent a 
second-line approach. In case of HIT, argatroban could be considered if regional 
citrate anticoagulation is not efficient. Alternative techniques include LMWH, hiru-
din, and regional heparin–protamine anticoagulation, which are probably not recom-
mended as routine practice but could be considered in very specific situations.
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29.1  Introduction: Civilian Setting Resuscitation Strategies 
for Bleeding over the Past Half Century

For the Life of all flesh, is the blood thereof. (Leviticus 17:14, the Bible)

Most modern out-of-hospital emergency medical services (EMS) systems, as we 
have come to recognize them today, were established in the 1960s and 1970s when 
a cadre of intrepid physicians ventured into the streets and later published their suc-
cessful experiences with lifesaving approaches to managing acute coronary syn-
dromes, trauma care, and cardiopulmonary arrest on-scene [1–3]. These lifesaving 
reports helped to propel the widespread adoption of EMS systems and the concomi-
tant introduction of specially trained (non-physician) emergency medical techni-
cians called “paramedics” in many parts of the globe [1–5]. In addition, nursing 
personnel also ventured into the realm of on-scene emergency response, particularly 
in the arena of air medical services, often retrieving trauma patients in non-urban, 
distant settings.
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By the early 1980s, the standard of care for hypotensive trauma patients, be it  
blunt or penetrating injury, was the application of the pneumatic anti-shock garment 
and the infusion of intravenous isotonic fluids, generally crystalloids [6–8]. These 
interventions were provided for the purposes of restoring a “normalized” blood 
pressure with an intent to “re-perfuse the tissues” [6–8].

These adopted practices had their roots in elegant laboratory experiments that 
demonstrated the value of infusing crystalloid-like fluids, along with blood, to miti-
gate mortality after large (life-threatening) volumes of blood had been removed 
from the study animals [9, 10]. Subsequently, the evolution of prehospital EMS and 
air medical rescue programs facilitated the ability to bring these interventions to 
patients as early as possible. In turn, almost all systems of prehospital trauma care 
began immediate infusion of isotonic crystalloid fluids such as lactated Ringer’s 
solution, normal saline, or modified products such as PlasmaLyte or Normosol 
either on-scene or en-route to a trauma center. In certain venues, intravenous resus-
citation for hypotensive trauma patients included other intravascular volume- 
restoring interventions including colloids such as albumin and hypertonic 
saline–dextran infusions [11]. While innumerable arguments soon ensued regarding 
which product was superlative to the others, the very early prehospital administra-
tion of non-hematologic intravenous fluids became a seemingly universal standard 
of care in most trauma care systems by the 1980s.

In the mid-1980s and early 1990s, however, clinical trials were conducted that 
appeared to refute the value of the pneumatic anti-shock garment as well as prehos-
pital fluid resuscitation. Ironically, this inability to confirm a survival advantage was 
particularly applicable to their use for penetrating truncal injuries, a condition in 
which the main cause of death was usually related to internal hemorrhage [7, 8]. Not 
only were both prehospital interventions of no apparent advantage, but there were 
also inferences and observed trends that mortality might even be higher with these 
interventions, even though they did raise blood pressure [7, 8].

Later, in the 1990s, new experimental models sought to examine internal hemor-
rhage that was uncontrollable prior to its operative intervention [12–16]. These 
laboratory studies demonstrated that isotonic and hypertonic intravenous fluid infu-
sions prior to bleeding control were indeed detrimental. The original 1950–60s ani-
mal models of fluid infusions that showed improved outcomes with intravenous 
crystalloid fluids largely involved scenarios in which the animal’s blood was 
removed in large volumes. However, there was no longer an ongoing loss of blood 
after the large volume blood removal [9, 10]. In other words, they were mimicking 
scenarios in which bleeding would have been controlled prior to intravascular vol-
ume infusion. Those original studies also generally included a certain degree of 
restoration of whole blood along with the crystalloids [9, 10].

In the subsequent uncontrolled bleeding models that demonstrated a detrimental 
effect, it was shown directly that early infusions of fluids that were not blood-based 
generally created multiple problems including hydraulic acceleration of hemorrhage 
and a dislodging of early soft clots that had not yet had a fibrinous transformation 
[12–16]. There was also dilution of clotting factors, but at the time, that association 
with detrimental outcomes was simply considered an inferential factor [8].
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Nevertheless, the notion to restore patients to normotensive status, particularly 
those with head injuries, remained a persistent practice, even well into the early 
2000s [6, 17, 18]. The focus remained on expediting mechanical bleeding control 
(surgical hemostasis) at a trauma center, be it for intracranial, intrathoracic, or 
intra-abdominal bleeding. However, while more judicious with their infusions, cli-
nicians still sought to maintain a degree of hemodynamic support in the preopera-
tive phase with intravenous fluids, be they colloids or crystalloids.

29.2  The Recent Evolution of Non-Mechanical Bleeding 
Control Interventions

Vanguard work largely coming out of the U.S. military experience in the Middle 
East during the 2000s, not only focused on the application of tourniquets for exter-
nal hemorrhage control but also clot-stimulating dressings and other forms of 
mechanical bleeding control. While the clot-forming dressings implied a form of 
non-mechanical intervention, they were still used in the prehospital setting for large 
wounds and accompanied direct compression of the hemorrhage site.

Based on that same military experience as well as other clinical trials primarily 
based on the European continent, the concept of non-mechanical bleeding control 
began to evolve quite strongly. For example, the CRASH-2 trial supported the use 
of tranexamic acid early on after injury [19]. The tranexamic acid was used presum-
ably to enhance intravascular clotting non-mechanically. However, the overall 
mechanism of action remained unclear, and it was also shown that delayed infusion 
was associated with worse outcomes [19]. Nevertheless, those early tranexamic acid 
trauma studies did begin to indicate that very early interventions to enhance clotting 
would become important adjuncts in the preoperative management of trauma 
patients.

Concurrently, other pivotal publications further enhanced that line of thinking 
and fostered the notion of so-called damage control resuscitation in which case-
controlled study outcomes appeared to be much better with the infusion of red blood 
cells (RBCs) and plasma in more of a 1:1 ratio versus the more traditional 8:1 ratio 
[20]. Later the addition of platelets, creating a triplet damage control resuscitation 
strategy of 1:1:1 (cells:plasma:platelets), evolved and eventually spread into the 
civilian population [21].

More recently, the concept of just providing early plasma infusion alone as in the 
prehospital setting has been independently associated with improved outcomes 
[22]. In addition, early results from studies of soldiers with traumatic brain injury 
(TBI) indicate a lifesaving effect of tranexamic acid in that setting [23], and early 
reports from other unpublished studies may indicate that the early infusion of 2 g 
tranexamic acid may be superior to only 1 g initially followed by a second gram 
infused slowly over the next few hours.

These evolving data help to further drive a renewed focus on infusing products 
that might induce non-mechanical bleeding control in the prehospital setting. The 
CRASH-3 trial (tranexamic acid for TBI) has now been published, further 
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reinforcing the focus on these concepts [24]. As will be discussed in the next sec-
tion, it has also stimulated a movement away from using intravenous fluids that are 
not blood- based (e.g., crystalloid/colloid) and a focus more toward the use of plasma 
and whole blood as a form of “remote damage control” resuscitation [25–28].

29.3  The Detrimental Effects of Isotonic/Hypertonic Fluid 
Infusions

Evolving experimental work has now demonstrated that non-hematological fluid 
infusions have deleterious effects beyond the hydraulic acceleration of hemorrhage 
and the dislodging of early soft clot formation. More recently, it has been demon-
strated that such intravenous fluids, can be detrimental to the glycocalyx, the impor-
tant coating over the vascular endothelium [25, 26, 29].

The glycocalyx is a “fuzzy” layer of glycoproteins and sugar moieties located on 
the external side of the plasma membrane of most cell types. The composition of the 
glycocalyx, which can be altered in disease states and with non-blood component 
fluid infusions, influences numerous properties of the cell membrane, including 
coagulation, cell–cell recognition, and the cell’s interface with the microenviron-
ment. Experimentally, its erosion along the vascular endothelium can lead to leaking 
capillaries, corrupted platelet function, dysfunctional coagulation, and subsequent 
risk for multiple organ failure [25, 26, 29]. Therefore, like heart failure or kidney 
failure, “blood failure” can occur in the face of severe hemorrhage as manifested by 
oxygen debt (acidosis), platelet dysfunction, coagulopathy, and an 
“endotheliopathy.”

Recent evidence suggests that blood products, including both whole blood and 
plasma, help to maintain the integrity of the glycocalyx, protect its properties and its 
ability to form clots and also promote other forms of non-mechanical hemostasis, 
whereas crystalloids disrupt it [25, 26, 29]. Recent clinical studies support the life-
saving effect of early on-scene plasma infusion, and follow-up studies confirm that 
the addition of RBCs to plasma enhance that effect [22, 30]. These findings indicate 
that the original demonstration of potential harm from colloids/crystalloids is 
related to more than just the simple dilution of the clotting factors and the accompa-
nying factors of hydraulic acceleration of bleeding and soft clot disruption. There 
are also potential detrimental effects from infusion of fluids at ambient temperatures 
and numerous other physiological sequelae.

Even if infusion of traditional crystalloid and colloid fluids is discouraged, there 
are remaining challenges in terms of infusing products that maintain the glycocalyx 
and other critical factors that mitigate bleeding and subsequent complications. A 
recent study in an urban setting (Denver) showed no distinct advantage to the par-
ticular type of plasma product that was studied [31]. However, that neutral result 
might be because of the short distances to the trauma center or the time to prepare 
the product for infusion [31]. While they can be maintained on ambulances for 
much longer periods, freeze-dried products may also have their limitations, and 
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storage of fresh frozen plasma (FFP) still requires thawing and its shelf-life is 
limited.

With the evolution of using blood products and particularly 1:1:1 damage control 
resuscitation in hospital, the thought might be to consider the same in the prehospi-
tal setting, but storage of those blood products would be unfeasible [27, 28]. It 
would be very expensive to continue to maintain these products at all times, even on 
helicopters, let alone ground ambulances. This is exacerbated by the very short half- 
life of stored platelets (e.g., 3–5 days) and even fresh plasma after thawing (e.g., 
5 days). In addition, infusion of all these individual components is not an easy task 
and infusion of whole blood would not only make more sense logistically (one ver-
sus multiple infusions that need to be checked and verified), but it is actually more 
effective in terms of longevity of platelet counts, clotting functions (Table 29.1), and 
perhaps even outcomes [32]. In fact, the 1:1:1 approach was actually a secondary 
strategy that came about in the early 2000s when whole blood products were in 
short supply. The original intent was always to use blood in the field.

However, on the surface, use of whole blood brings its own challenges in terms 
of prevalent misconceptions. Even though portable devices are now available that 
can rapidly warm refrigerated whole blood in a matter of minutes, many clinicians, 
wary of the risk of transfusion reactions, believe that whole blood cannot be used 
before blood-typing and crossmatching are accomplished. Nevertheless, as dis-
cussed in the next section, there may be a solution to those concerns.

29.4  The Rationale for Prehospital Use of Low Titer O+ Whole 
Blood

While O-negative whole blood has traditionally been called the “universal donor” 
because of its lack of A, B, and Rh antigens, it is only found in about 8% of the U.S. 
population (i.e., about 4% of males) and may be less than 3% worldwide. Therefore, 
blood banks and decision-making clinicians prefer to protect the use of O-negative 
for the benefit of certain cancer patients, neonates, and women of childbearing age.

In contrast, O-positive blood constitutes the blood line for about 40% of the U.S. 
population and likely more elsewhere. Recent evidence suggests that a very large 

Table 29.1 Comparison of component blood products versus whole blood

Component therapy Whole blood
Composition 1 unit of packed red blood cells + 1 unit of 

platelets + 1 unit of fresh frozen plasma + 1 unit of 
cryoprecipitate

1 unit of low titer 
O+ whole blood

Volume and 
temperature

680 ml and cold 500 ml and warm

Hematocrit 29% 38–50%
Platelet count 80 K 150–400 K
Coagulation 
factors

65% of initial concentration 100%

Fibrinogen 1000 mg 1000 mg
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proportion of persons with O-positive blood may have very low titers of A and B 
antibodies and, specifically, not enough to create an immediate hemolytic or life- 
threatening negative transfusion reaction. The latest available data suggest that 
transfusion reactions are very rare when using O+ low titer whole blood in which 
the IgM or IgG anti-A and anti-B titers are less than 256 [27, 28]. While many other 
venues are using titers <128, most are beginning to use blood with titers of <256 
[27, 28].

In fact, military experience and records from over half a million transfusions now 
indicate that using donor blood with O+ titers <1000 may be safe as another type of 
“universal donor” and that as many as 60–70% of persons with O+ blood would fall 
into that low titer category [33–35]. This constitutes roughly a third of the popula-
tion. Until recently, O+ men (about 20% of the general U.S. population) have pref-
erably been used as low titer O+ blood donor targets because, compared to men, 
there is a lower proportion of women with eligible low titer O+ blood. A significant 
percentage of women also have human leukocyte antigen (HLA) which may predis-
pose the recipient to the risk of another complication, namely a rare but finite risk 
for transfusion- associated lung injury (TRALI). Nevertheless, the level of HLA cor-
relates with the number of past pregnancies and thus some predictors exist to antici-
pate its presence. In essence, there are many women with the potential to safely 
donate low titer O+ whole blood, creating another excellent source for donors. In 
addition, the risk for creating TRALI would again be so much lower than the high 
risk of dying from the severe hemorrhage that indicated the transfusion in the first 
place.

The latest data indicate that the civilian risk of mild hemolytic transfusion reac-
tions due to plasma-incompatible transfusions, using titer-screened donors, is 
approximately 1:80,000 [27, 28, 35–37]. Therefore, infusion of low titer O+ whole 
blood can be performed with relative confidence. In addition, with fewer donor 
exposures than currently occur with the multiple component transfusions (such as 
the typical 1:1:1 massive transfusion protocols), this enhances the safety profile 
[35–37].

In terms of isoimmunization and Rh type, the traditional concern is hemolytic 
disease of the fetus and newborn in women of childbearing age. But recent studies 
now indicate that this concern is largely mitigated by the immunosuppression of 
trauma patients and by the administration of anti-D immune globulin to those 
women receiving the whole blood (i.e., RhIg) [38–40]. Therefore, women of child-
bearing age who receive Rh+ packed cells or low titer O+ whole blood should be 
evaluated for RhIg administration candidacy and obstetric and pathology consulta-
tion within 24  h. Nevertheless, their risk of having fetal complications is so far 
outweighed by the lifesaving need that would indicate infusion of the blood [27, 
28]. In San Antonio, for example, among 124 patients receiving massive transfusion 
over a 30-month period, only 26 were women and only 18 of those were of child-
bearing age. More than half of those women (10/18) died [40]. Furthermore, the one 
woman of childbearing age who was found to have a D-negative blood type was 
actually one of the mass transfusion survivors.
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The ability to provide whole blood without having to obtain prior typing and 
crossmatching creates a scenario in which prehospital administration of whole 
blood may not only be feasible but actually preferred for those who are likely to be 
exsanguinating. Based on the prior discussion, whole blood would be more feasible 
and expeditious than mixed component therapy. It is also more effective, and its 
potential longevity is much greater [27, 28, 32–34]. For all those reasons, the ratio-
nale for using low titer O+ whole blood is fairly clear. However, additional chal-
lenges remain: (1) finding and obtaining adequate sources of the blood; (2) sustaining 
and managing its effectiveness to prevent waste of the donated blood; (3) appropri-
ate triggers for infusing the blood; (4) appropriate equipment and related training; 
(5) sustainable funding; and (6) strategic distribution of the stored blood among the 
response teams who would be providing the transfusions. In the following section, 
several strategies for implementation will be described for consideration by those 
contemplating prehospital use of whole blood, particularly those considering ground 
ambulance use.

29.5  Some Current Experiences with Implementation 
of Prehospital Whole Blood

Several EMS systems and air medical rescue programs have now successfully 
implemented the prehospital use of low titer O+ whole blood including the City of 
San Antonio Fire Department in San Antonio, Texas and the Broward County 
Sheriff’s Office Department of Fire Rescue in Broward County, Florida. Other civil-
ian and military programs globally have already incurred far more experience with 
the use of whole blood in the prehospital setting and some of the strategies used by 
these two agencies for implementation reflect lessons learned, good and bad, from 
that experience. Nevertheless, as the San Antonio Fire Department and Broward 
County Sheriff’s Office Department of Fire Rescue are the bases of operations for 
the authors, the following discussion is provided to present two different but current 
parallel examples of this kind of initiative currently in evolution.

29.5.1  Source of the EMS System Blood Supply

While the Broward County teams currently obtain their blood supply through a 
commercial agency, San Antonio has a very unique, special model. The city is for-
tunate to be the home of a longstanding military medical research complex with 
veteran military trauma researchers who have led many of the advances in trauma 
care over the past two decades including application of tourniquets, damage control 
resuscitation, and the use of whole blood in resuscitation. The military medical 
complex includes a military-staffed trauma center, and there is also a collaborating 
major university-affiliated trauma center that serves the San Antonio civilian popu-
lation, which has advanced much of the current work in whole blood resuscitation.
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In their efforts to implement a civilian trauma resuscitation system that sustains 
a substantive supply of whole blood for use in the prehospital setting at the “point 
of injury,” a collaboration was constructed between that university-affiliated trauma 
hospital and the State of Texas regional trauma advisory council for South Texas 
(STRAC). In turn, that collaboration helped to create a blood donation program 
called “Brothers in Arms” funded by a San Antonio Medical Foundation grant. This 
program, developed and managed by the affiliated South Texas Blood and Tissue 
Center (STBTC), identifies men with low titer O+ blood types. Those identified are 
subsequently asked to volunteer to participate in the program. A large source of 
donors now actually includes many of the EMS rescuers and firefighters who even-
tually provide the medical rescue and transfusions in the prehospital setting.

Using safe intervals between blood donations from the individuals involved as 
well as the other usual safeguards and best practices in testing blood donations, 
“Brothers in Arms” and the affiliated blood bank program itself is quite a unique 
endeavor, and represents a whole new service line in the San Antonio area as it 
includes specialized equipment for whole blood retrieval and preservation, testing, 
packaging and distribution directly to the involved EMS units or stations.

29.5.2  Deciding How to Distribute the Blood Supply

In collaboration with local trauma center teams, the San Antonio Fire Department 
team identified various areas of the city of San Antonio from where the highest 
volumes of patients with life-threatening hemorrhage had originated [27]. For 
example, they determined areas of the city where patients who later received mul-
tiple transfusions in-hospital were retrieved and, in turn, used EMS response vehi-
cles covering those areas of the city as the targets for storing and utilizing the blood 
product [27]. Among several dozen EMS response units in the city, 8 of the units, 
each staffed with paramedics, were chosen to carry the blood in the initial round of 
evaluation.

In the case of Broward County Sheriff’s Office Department of Fire Rescue, they 
have now developed a specialized air rescue program to deliver the blood due to the 
expansive and complex geography in their EMS response jurisdiction and the ensu-
ing concern for extensive delays transporting the severely bleeding patient to the 
closest trauma center. While they are currently planning a move to add whole blood 
onto the ground units as well, the air rescue program is the current focus for the new 
program.

In San Antonio, each of the 8 units assigned was provided with just one 500-ml 
standard container of whole blood for transfusion. The blood was kept in a portable 
cooler that maintains the blood at 0 to 6 °C (Credo ProMedR, Pelican BioThermal, 
LLC, Plymouth, MN, USA) and is monitored for any breach of temperature control. 
Broward County uses a different cooler (BloodBoxxR by Thermal Logistics 
Solutions, Combat Medical, Harrisburg, NC, USA) at 0–4 °C with automated moni-
toring for temperature breaches.

The carried unit of whole blood is considered to be fully transfusable and effec-
tive for several weeks. The blood can be maintained in a viable state for up to 
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21 days at 1–6 °C in the anticoagulant, citrate–phosphate–dextrose, or for 35 days 
at 1–6  °C in citrate–phosphate–dextrose–adenine substrate [27, 28] (Fig.  29.1). 
However, to preempt the possibility of wasting any blood unused by EMS, the blood 
in San Antonio is rotated back every 14 days to the civilian trauma center (and other 
area medical centers) for the usual in-hospital transfusions. Experience to date from 
the San Antonio Fire Department is that 75% of the blood is used prehospital and 
over 200 patients were treated in the first year of operation. With 8 EMS response 
units carrying the blood, this translates into about 6 units being used every 2 weeks 
at a cost of about US$500 (€450) each or about US$75,000 per year. The agency is 
not charged if the blood is rotated back into the hospital system. In contrast, Broward 
County Sheriff’s Office Department of Fire Rescue pays for all of its blood prod-
ucts, used or unused, but in both cases, the cost has been deemed worthwhile espe-
cially with preliminary data indicating trends toward substantial lifesaving. 
Accordingly, both agencies plan on expanding their fleet of ground units carrying 
the blood.

29.5.3  Criteria and Triggers for EMS Infusing Whole Blood 
and Tranexamic Acid

The San Antonio Fire Department EMS crews will infuse blood into not only 
patients with blunt and/or penetrating trauma but also those with medical condi-
tions associated with substantial blood loss such as severe gastrointestinal hemor-
rhage. To date, about 25% of the recipients of the whole blood had non-traumatic 
etiologies and the use included women of childbearing age and even pregnant 
patients [41].

Regardless of etiology, both San Antonio and Broward County EMS crews will 
use the blood product for patients with presumed large volume hemorrhage mani-
fested by the following: systolic blood pressure <70 mmHg; systolic blood pressure 
<90 mmHg and a heart rate of ≥110 beats per minute; a witnessed post-traumatic or 
non-traumatic circulatory arrest <5  min prior to EMS arrival on-scene and 

Fig. 29.1 Low titer O+ 
whole blood in the 
out-of-hospital setting. 
Whole blood can now be 
stored and maintained for 
significant periods of time 
on ambulances (photo 
courtesy of the Broward 
County Sheriff, Broward 
County, Florida, USA)
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continuous use of cardiopulmonary arrest (CPR) chest compressions throughout the 
resuscitation efforts; or a patient with likely bleeding who is ≥65 years of age and 
who has a systolic blood pressure ≤100  mmHg and heart rate ≥100 beats per 
minute.

In addition to the infusion of the 500 ml of blood over an approximate 3–4 min 
period, the patient simultaneously receives 1 g of tranexamic acid through another 
site of vascular access. Children <6 years of age are not treated according to the 
prescribed protocol, but they can still be given the blood after the medical director 
has been contacted for approval.

29.5.4  Infusing the Blood and Tranexamic Acid

Both the Broward County and San Antonio programs use a specialized infuser 
device called the QinflowR that immediately warms the blood from near freezing to 
38 °C, reaching body temperature in a matter of seconds while delivering the blood 
at a rate of 200 ml/min through standard large bore peripheral intravenous catheters. 
In that respect, most patients receive the full benefit of the transfusion within 
minutes.

29.6  Conclusion

In addition to growing concerns about early resuscitation with crystalloids and other 
non-hematologic fluids, there is also a growing rationale and evolving evidence that 
bringing whole blood to the prehospital setting is not only feasible and superior to 
the component therapy approach but also lifesaving. Using low titer O+ whole 
blood avoids many of the prior concerns about using blood without blood type and 
crossmatching. Several strategic initiatives, as discussed in this chapter, may help to 
expedite and facilitate that lifesaving effect for other communities.
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30Mobile Stroke Units: Taking 
the Emergency Room to the Patient

T. Bhalla, C. Zammit, and P. Leroux

30.1  Introduction

Stroke is a leading cause of death and disability: each year it is estimated that 
5.5  million people die from a stroke worldwide. This accounts for 10% of total 
deaths. Current projections estimate the number of deaths from stroke worldwide 
will increase to >7 million in 2030. In the United States, 1 in 20 deaths are from 
stroke. Perhaps of greater significance, stroke is a leading cause of disability- 
adjusted loss of independent life-years, resulting in significant economic and soci-
etal costs.

The vast majority of strokes (80–90%) are ischemic in nature. Stroke manage-
ment has historically been restricted to supportive measures with the majority of 
innovations, research, and treatment focused on prevention. Significant progress has 
occurred in ischemic stroke prevention, e.g., blood pressure control, use of anti-
platelet agents, and carotid endarterectomy among other strategies. Despite this, the 
incidence of stroke is increasing globally, although a decrease has been observed in 
high-income countries. In 1995, the National Institute of Neurological Disorders 
and Stroke (NINDS) published a pivotal trial that described effective treatment for 
acute ischemic stroke, i.e., thrombolysis with intravenous tissue plasminogen acti-
vator (tPA) [1]. Since then, several subsequent trials have confirmed that intrave-
nous tPA is an effective treatment [2]. More recent trials have demonstrated that 
endovascular clot retrieval is also beneficial [3].

Success of these therapies is time dependent. A pooled analysis of nine trials 
examining intravenous tPA for acute ischemic stroke showed that there are improved 
functional outcomes when treatment occurs within 4.5  h of stroke onset, and 
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treatment benefits are greater with earlier initiation of treatment [2]. The time frame 
of benefit for endovascular clot retrieval is not as clearly defined, but there is 
decreasing benefit further from the ictus. Consequently there is now significant opti-
mism about acute ischemic stroke management, and substantial efforts are being 
made to provide therapy as early as possible, ideally within the “golden hour.” 
Despite the efficacy of thrombolysis, it remains underused. In addition, endovascu-
lar clot retrieval is only available at select hospitals and so available to only a small 
proportion of the acute ischemic stroke population.

Time to acute ischemic stroke treatment and organization of care remain priori-
ties in stroke care and research [4]. Approaches to reduce time-to-treatment are 
constantly evolving and include public information campaigns, organization and 
streamlining of emergency medical services (EMS) and in-hospital logistics, and 
developing prehospital pre-alert systems. Imaging is essential in acute ischemic 
stroke. With this in mind, mobile stroke units or an ambulance equipped with a 
computed tomography (CT) scanner have evolved to take care to the patient and 
reduce time to treatment. This evolution is driven by several converging factors: (1) 
a realization that “time is brain”; (2) revascularization is underused; (3) organiza-
tion of care; (4) advances in information technology and telemedicine; and (5) 
development of portable CT scanners. In this chapter, we will examine these factors 
and discuss the logistics of a mobile stroke unit, describe results of their use, explore 
alternatives and challenges to mobile stroke units, e.g., in remote or rural 
environments, and consider future use.

30.2  The Rationale Behind Mobile Stroke Units

30.2.1  Time Is Brain

In acute ischemic stroke, timely treatment with intravenous tPA or thrombectomy 
(endovascular clot retrieval) results in substantial clinical improvement. The treat-
ment is time dependent [5–8]: for every 15-min reduction in “door-to-needle time,” 
the odds of risk-adjusted in-hospital mortality are reduced by 5% [8]. The resulting 
axiom “time is brain” refers to the approximately two million neurons lost every 
minute in an acute ischemic stroke. As time passes from ictus, less neuronal tissue 
is salvageable with recanalization of the occluded vessel and more is risked, as 
hemorrhage-prone “dead brain” accumulates. Ideally, travel time to hospital should 
be 30 min or less but no more than 60 min, and the door-to-needle time should be 
within 60 min from hospital arrival [9].

30.2.2  Revascularization Is Underused

While there has been an increase in intravenous tPA administration in acute isch-
emic stroke [10], thrombolysis still remains underused; only 11.3% of patients 
receive intravenous tPA within 1.5 h of stroke onset [11]. There are many reasons 
for this which depend on patient, family and bystander recognition and action, 
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prehospital care, and hospital care. In the United States, it is estimated that less than 
half the patients with acute ischemic stroke arrive at a stroke center within 3 h. In 
part this is associated with geography–less than one in four patients in the USA live 
where they could travel to a stroke center by land within 30 min [12] – and, in part, 
failure to recognize stroke symptoms. Although mobile stroke unit symptoms are 
well described, public knowledge of this remains poor worldwide [13]. The Get 
With The Guidelines Stroke registry found that only 26.2% of treatment-eligible 
patients with acute ischemic stroke (25,504 patients at 1082 U.S. sites) received 
intravenous tPA within 60 min of arriving at the hospital [8]. This hospital delay is 
associated with the time for an appropriate workup and treatment including calcula-
tion of a National Institute of Health Stroke Scale (NIHSS), assessment for contra-
indications, treatment of reversible contraindications (i.e., hypertension), and 
imaging to rule out intracerebral hemorrhage (ICH) among others.

Some studies suggest that if delays in patient and physician recognition and 
response to the signs and symptoms of acute ischemic stroke could be eliminated, the 
proportion of patients eligible for intravenous tPA could be doubled [14]. However, 
a community cluster-randomized controlled trial (RCT) that attempted to address 
this at multiple levels both in the community and in the hospital observed only a 
tendency to increased intravenous tPA use [15]. Rapid diagnostic assessment in the 
acute phase is crucial, hence taking care to the patient (a mobile stroke unit) makes 
sense. This shortened time-to-treatment can make a meaningful difference. The num-
ber needed to treat for a modified Rankin Scale (mRS) score of 0 or 1 is 4.5 for 
patients treated with intravenous tPA at <1.5 h from ictus, increases to 9 for those 
treated between 1.5 and 3 h, and is 14.1 for those treated between 3 and 4.5 h [16].

30.2.3  Organization of Care

Acute stroke care has evolved over time and, in particular, organization of care. A 
Cochrane analysis shows that this organization is associated with reduced mortality, 
institutionalized care, or dependency [17]. This organization extends beyond the 
hospital and also includes EMS systems and pre-planned, comprehensive, and coor-
dinated statewide and local response networks. The value of this coordinated sys-
tems approach is well described in trauma. In acute ischemic stroke, effective 
communication between the stroke team and the EMS system, i.e., pre-notification 
of a patient’s arrival, is associated with reduced time to physician evaluation and 
increased tPA use [18]. Streamlined and organized in-hospital logistics also makes 
a difference. For example, when 10 best practice guidelines are implemented, there 
is a 10-min decrease in the median door-to-needle time [19].

30.2.4  Portable CT Scanning

In patients with suspected stroke, immediate brain imaging is essential. CT scan, in 
large part to distinguish between an ischemic or hemorrhagic stroke, is used most 
frequently. Biomedical engineering advances have improved processing and 
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acquisition speed, image quality, reduced radiation doses, and reduced weight and 
size, and with that portable CT scans have evolved. These devices initially were 
used at the bedside in the intensive care unit (ICU) for point-of-care testing. The 
efficacy, accuracy, and physiologic benefits of portable head CT scans and in par-
ticular similar image quality to conventional head CT scans are well described in 
intensive care and traumatic brain injury (TBI) [20, 21].

Portable CT scan devices are central to a mobile stroke unit, and several studies 
have demonstrated that prehospital head CT scans obtained in a mobile stroke unit 
are of adequate quality to detect radiological contraindications for thrombolysis 
[22]. In general, studies can be completed in <10 min [23]. According to American 
Heart Association Guidelines, head CT scans may be interpreted by any specialist if 
the physician acquires expertise in the field. This level of expertise is not fully 
defined, but agreement (kappa) levels >0.8 are recommended as the minimal 
accepted to use. In physicians other than radiologists, e.g., anesthesiologists who 
receive appropriate training, excellent inter-rater agreement using a portable CT 
scan is observed with in-hospital on-call radiologists to determine radiological 
selection for thrombolysis [23]. Furthermore with advances in information technol-
ogy, an equivalent diagnostic accuracy is observed when using smartphone and lap-
tops compared with medical monitors to interpret head CT images of acute stroke 
patients [24].

30.2.5  Information Technology and Telemedicine

Information technology and mobile devices have evolved exponentially in recent 
years and are now useful in many aspects of stroke care including education, pre-
vention, acute care, imaging, and rehabilitation [24]. In acute stroke management, 
mobile telemedicine systems can deliver streaming video and audio and be used as 
supplementary tools for neurological examination and clinical decision-making. 
These systems permit similar accuracy and speed of use compared with face-to-face 
methods when assessing the NIHSS [25]. Interpretation of imaging studies is cru-
cial in acute stroke care. Several studies have shown that in the emergency setting, 
a mobile device (e.g., smart phone, iPad) is just as effective in acute stroke manage-
ment decisions, e.g., identification of intracranial hemorrhage, as a desktop using a 
Picture Archiving and Communications System [25, 26].

Telemedicine, defined as “the use of information and communication technology 
to provide healthcare services to individuals who are at a distance from the healthcare 
provider” [27], is central to a mobile stroke unit. Telemedicine for stroke was devel-
oped in the 1990s to improve access to acute stroke care and facilitate treatment 
decisions in remote or underserved areas. These “telestroke” consultations require 
high-speed, clear and reliable audio-video data transmission and traditionally 
involve an on-call stroke neurologist at a “hub” hospital interacting with physicians, 
e.g., emergency room doctors and the patient (or family members) at remote “spoke” 
sites through video teleconferencing. Several lines of evidence indicate that 
telestroke for stroke is safe and effective [28], and increases the number of CT scans 
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read within 3 h, appropriate tPA use, and accuracy of treatment decisions and can be 
beneficial where immediate access to stroke expertise is not available [29–31].

Similarly, observational studies, both single and multicenter, have demonstrated 
the value of telemedicine, both at regional and at national levels for a variety of 
other neurologic conditions such as neurotrauma, intracranial hemorrhage, neuro-
surgical consults, and postoperative clinical care for patients undergoing elective 
neurosurgery [32–35]. In general, improvements have been observed in increased 
timeliness of diagnosis or triage, reduced unnecessary transfers, and expedited care 
at a receiving hospital with inter-facility transfers. This can translate into cost sav-
ings with adequate patient volume and patient travel distance [36].

30.2.6  Telemedicine in the Mobile Stroke Unit

A physician, e.g., a stroke neurologist or an appropriately trained intensivist or 
anesthesiologist, is part of the mobile stroke unit team onboard or remote through 
telemedicine. Several studies showed that acute stroke assessment and clinical 
decision- making in patients onboard a mobile stroke unit is feasible and can be 
accurately and reliably performed by a remote neurologist. This is associated with a 
decreased time to imaging and treatment [37, 38]. On average, time to initiation of 
a tPA bolus is 24 min for a telemedicine neurologist [39]. Technical failures (includ-
ing failure of video connection) that limit a telemedicine assessment are infrequent 
(~5%). However, this may vary with local network structure and availability [38–
41]. Not unexpectedly, 4G mobile communications provided higher quality of 
video-examination. In studies that have compared assessment between an onboard 
neurologist and a telemedicine neurologist, agreement is excellent (~90%) [42]. 
Furthermore, stroke severity quantification, e.g., the NIHSS or Unassisted TeleStroke 
Scale (UTSS), is reliable and can be completed in <5–10  min using a HIPAA- 
compliant mobile platform [43, 44]. The shortened NIHSS for EMS (sNIHSS- 
EMS) that consists of “level of consciousness,” “facial palsy,” “motor arm/leg,” 
“sensory,” “language,” and “dysarthria” can further reduce assessment time and also 
permits parallel stroke recognition, severity grading, and large vessel occlusion pre-
diction [45]. This in turn can help triage patients to specialized stroke centers with 
endovascular capability.

30.3  Mobile Stroke Unit Logistics and Organization

Setting, e.g., urban, metropolitan, or rural; high-income or low-income environ-
ment; traffic congestion and patterns; and existing EMS organization influence 
mobile stroke unit operation among other factors. There are several organizational 
models of mobile stroke units that describe location, distance, and availability. For 
example, the Berlin model operates the mobile stroke unit within a 16 min radius 
from a central location in a fire station [46]. A health economic analysis in Germany 
suggested that mobile stroke units could provide service up to 30 km radius from 
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base [47]. Other models have not defined a clear distance from the base [48] or use 
a teaching hospital as a central base or have several units associated with multiple 
ambulance hubs. It is not clear if the distance/time threshold described in the Berlin 
model also applies to other locations, i.e., every mobile stroke unit program must 
adapt their processes and workflow to their own communities, and work closely 
with their local EMS and hospitals to ensure rapid patient management. This 
includes education of, and feedback from, first responders.

In part, the mobile stroke unit structure will depend on population, population 
density, and the number of emergency rooms and hospitals capable of tPA and endo-
vascular therapy. In Australia, computational models based on Google maps that 
account for travel time (both for a mobile stroke unit and a conventional ambu-
lance), time to process the patient at the scene, time to obtain a head CT, including 
advanced imaging, e.g., CT angiography or CT perfusion if used, telemedicine con-
sult and proximity of a patient to a stroke center have helped define how best to 
deploy the mobile stroke unit across cities such as Melbourne and Sydney [49, 50] 
and is available as an app (https://gntem3.shinyapps.io/ambmc/). This geospatial 
optimization suggests that the mobile stroke unit can operate up to 76 min from its 
base, although this is city dependent [49, 50]. This form of analysis also permits 
identification of hospitals capable of endovascular clot retrieval that can serve as a 
mobile stroke unit hub. The model in Edmonton, Canada, which provides service in 
rural Alberta operates up to a radius of 250 km [51]. In this model, the mobile stroke 
unit will meet an incoming non-mobile stroke unit ambulance at a pre-designated 
site to reduce travel time. Much of the modeling is described for an ambulance that 
performs only non-contrast CT. Additional time needs to be considered when CT 
angiography or CT perfusion scans are used. These imaging studies can allow triage 
of patients with large vessel occlusion to endovascular clot retrieval-capable hospi-
tals. However, the addition of further tests such as CT perfusion comes at the 
expense of reduced operating distance for a mobile stroke unit but can create go/
no-go triage maps (salvageable tissue vs. large infarct core) for endovascular clot 
retrieval eligible patients [52].

Most mobile stroke units operate during business hours; few are operational 
24/7. The initial 6-month experience from the group in Toledo, Ohio, who were the 
first 24/7 unit, demonstrated its value in a variety of emergencies including stroke, 
status epilepticus, and malignant hypertension. The mobile stroke unit covered a 
region of about 600 square miles that had an estimated population of 433,689. 
During the review period the mobile stroke unit was dispatched 248 times. Ten 
patients received intravenous tPA. Mobile stroke unit alarm to on-scene times and 
treatment times (tPA, anti-epileptics anti-hypertensive agents) were 35 and 50 min, 
respectively [53].

Scientific statements recommend the development of regional stroke care sys-
tems in which ambulances bring acute stroke patients directly to stroke center hos-
pitals. Furthermore, these specialized centers should be organized according to the 
local and regional needs and classified in different levels of complexity according to 
available resources and treatments. Any mobile stroke unit should fit in with this 
organizational plan both at the regional and national levels. In England, the National 
Health Service (NHS) has sought to reconfigure nationwide stroke services based 
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on the success of centralized stroke care in London which resulted in increased 
thrombolysis rates, reduced mortality, and reduced long-term costs. This organiza-
tion is based on admission to a large (>600 stroke admissions a year) hyperacute 
stroke unit since increased institutional size is associated with reduced door-to- 
needle times [54] and travel time that ideally is <30 min but no more than 60 min 
[3, 5]. Modeling is associated with a “ceiling effect.” For example, increasing the 
number of hyperacute stroke units reduces average and maximum road travel time 
but in so doing reduces the number of patients who reach a hospital with at least 600 
admissions per year [55]. Furthermore, the models demonstrated that the maximum 
proportion of patients that would reach a hyperacute stroke unit with >600 admis-
sions within 30 min travel was 82%. If travel time was increased to 45 min, then the 
maximum proportion of patients attending a hyperacute stroke unit of sufficient size 
is 95%. Modeling in other locations has shown that when the door to needle time is 
45 min by usual ambulance route, a mobile stroke unit is superior in almost all cases 
[49]. This is geography dependent and care is needed when considering what appear 
to be mathematically “optimal” solutions.

30.4  Mobile Stroke Unit Components

The concept of a mobile stroke unit was first published by Fassbender et al. in 2003 
as a way of “bringing treatment to the patient rather than the patient to the treat-
ment” [56]. Once a patient arrives at a stroke center, care can be streamlined to 
expedite the delivery of personalized evidence-based stroke treatment. This how-
ever does nothing to accelerate prehospital care. Intuitively, a mobile stroke unit is 
a first step toward fast-tracking patients in this phase. Earlier CT scans, delivery of 
tPA, proper triage, and on-scene goal-directed care were the primary goals of early 
institution of mobile stroke units [56]. It was thought that these early benefits would 
shorten hospital length of stay and improve long-term outcomes in patients treated 
in mobile stroke units [57].

All mobile stroke units have the basic components to provide assessment and 
treatment of acute ischemic stroke, including standard ambulance equipment and 
medications, a CT scanner, point-of-care laboratory equipment, telemedicine 
capabilities, and, of course, tPA.  In the first generation of mobile stroke units, 
standard ambulances could not house all the necessary components, but miniatur-
ization of technology has now allowed all the necessary components to fit into a 
standard ambulance. In addition to the staff of a standard ambulance, the unit must 
also have a physician, either in person or via telemedicine, and a member trained, 
either primarily or cross-trained, as a CT technologist. These team members work 
to quickly and efficiently diagnose or rule out stroke and determine intravenous 
tPA eligibility. The entire team’s sole focus is on the patient being evaluated with 
all the competing variables of in-hospital care removed from the equation. 
Instances where delays may arise due to triage of multiple patients, competing 
obligations of the hospitalist, availability of a CT scanner, or attention of emer-
gency department nurses and technicians are effectively eliminated when the hos-
pital is brought to the patient.
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30.5  Do Mobile Stroke Units Make a Difference?

Multiple studies have shown both the benefits and limitations of mobile stroke unit 
care. In 2010, the University Hospital of the Saarland published their initial results 
of the first mobile stroke unit. They provided a proof of concept, with an average 
call to decision time of 35 min [58]. The second mobile stroke unit was created in 
Berlin and has been clinically used since February 2011 [59]. Since these pioneers 
developed the first mobile stroke units, many others have been created and 
deployed. The first mobile stroke unit in the United States was developed in 
Houston, Texas, and has been in clinical use since May 2014 [60]. Mobile stroke 
units are now operational in cities in Europe, Australia, Canada, and the USA. The 
concept continues to evolve and, while still being developed, are now available 
24/7 [53], in metropolitan areas outside cities within health system networks or in 
rural regions [51].

The first RCT by the University of Saarland group found a decrease of 41 min 
from stroke alarm to therapeutic decision in the mobile stroke unit group (35 min 
total compared to the control group 76 min total) [57]. This occurred in the context 
of the mobile stroke unit operating only a short range from base. The trial was halted 
following the interim analysis of the first 100 patients, given the significant reduc-
tion in mobile stroke unit time to delivery of therapy. There was no increased risk of 
ICH, but given the small number of patients and short-term follow-up (mRS score 
at 7 days) a determination about clinical outcome could not be made. However, the 
study provided concrete “proof of concept” that mobile stroke units could be 
deployed effectively and safely to provide access to therapy in a shorter time period. 
Larger studies of patients with acute ischemic stroke treated in emergency depart-
ments show clearly that early treatment is associated with better outcomes suggest-
ing that mobile stroke units will provide a clinical benefit.

The Saarland study was followed by the larger and more in-depth Phantom-S 
study from the Berlin group [61]. The initial pilot study found a decrease in time 
from stroke alarm to delivery of therapy when compared to registry times and no 
adverse outcomes associated with prehospital intravenous tPA treatment [62]. This 
was followed by the large-scale Phantom-S trial in 6182 patients, which found a 
significant decrease (25 min) in time-to-treatment when the mobile stroke unit was 
employed and a significantly increased thrombolysis rate from 21% in control 
weeks to 33% when the mobile stroke unit was used. There was no change in ICH 
risk or 7-day mortality [63]. Subsequent analysis showed that the rate of “golden 
hour” thrombolysis (treatment within 60 min of symptom onset) increased from 
1.1% to 10.1% with mobile stroke units and that this was associated with increased 
discharge to home compared to nursing home [64]. In 2016, data on longer-term 
outcome were published: mobile stroke unit use significantly improved the 3-month 
0–3 mRS (83% in mobile stroke unit patients, 74% in conventional care) and 
reduced 3-month mortality (6% in mobile stroke unit patients, 10% in conventional 
care) [65]. The study’s primary endpoint, disability-free care, trended toward an 
improvement in mobile stroke unit patients but failed to reach statistical signifi-
cance (53% mobile stroke unit patients, 47% conventional care).
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From the Berlin registry, Nolte et al. [66] examined how mobile stroke units 
may influence care in patients with acute ischemic stroke who, pre-stroke, are 
dependent in activities of daily living (ADLs). This retrospective analysis included 
264 patients, of whom 122 received mobile stroke unit-based care. Mobile stroke 
unit use was associated with a median reduction of 38 min from symptom onset 
to treatment compared with conventional care. Starting thrombolytic therapy in 
the mobile stroke unit was associated with a nearly twofold increased higher prob-
ability of a mRS score of 0–3 (39% vs. 25% with conventional care) but not 
improved 3-month survival rate. The risk of ICH was similar. Preliminary experi-
ence from Cleveland also shows that people experiencing stroke who are brought 
to the hospital in a mobile stroke unit are evaluated and treated nearly two times 
faster (or on average 40 min) than people taken in a regular ambulance. In addi-
tion, 44% received intravenous tPA within an hour-and-a-half, compared to 8% of 
other patients [37].

At the University of Rochester, we have observed mobile stroke unit door-to- 
needle times of <10 min by allowing the telestroke physician to participate in in- 
the- field evaluation of the possible stroke patient by the mobile stroke unit, and 
EMS providers via mobile-device, hands-free, Bluetooth-enabled teleconferencing 
on the telestroke platform. This also allows the CT technologist in the mobile stroke 
unit, who also has access to the telestroke platform, to listen to the evaluation, reg-
ister the patient in the electronic health record (EHR), and prepare the mobile stroke 
unit for diagnostics and interventions decided by the telestroke physician before the 
patient is physically loaded in the mobile stroke unit (Fig. 30.1). In this workflow, 
the telestroke provider is able to learn pertinent exam findings, gather the historical 
information required to determine tPA eligibility, and enter orders for CT imaging, 
laboratory investigations, and tPA preparation before the patient enters the mobile 
stroke unit. Refinement and replication of this workflow may further enhance the 
potential efficacy of mobile stroke units.

Fig. 30.1 Interior of the University of Rochester MSU showing the portable CT scanner (to the 
right)
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Multiple “systems” benefits, with the potential to improve triage and delivery of 
care to stroke patients, have also been described. In a subset analysis of the 
Phantom-S trial, patients with acute ischemic stroke were more likely to be sent to 
hospitals without dedicated stroke units in the conventional care group (10.1%) than 
the mobile stroke unit group (3.9%) [67]. Similarly, patients with hemorrhagic 
stroke were delivered to a hospital without a neurosurgery department equipped to 
deal with hemorrhage in 43.0% of the conventional care group compared to 11.3% 
in the mobile stroke unit group. Mobile stroke units may also improve time to endo-
vascular treatment, which, given the recent paradigm shifts in invasive stroke treat-
ment, may enhance outcomes [68]. Consistent with this, data from the initial 
6-month experience with a 24/7 mobile stroke unit showed that it was dispatched 
248 times and transported 105 patients with alarm-to-treatment times of 50.6 min. 
Eight of these patients received intravenous tPA. Another 10 patients underwent 
endovascular clot retrieval based on mobile stroke unit diagnosis of large vessel 
obstruction [53].

30.6  Limitations of Mobile Stroke Units

While the studies above all show promising results, they were not without limita-
tions. First, although none showed an increase in adverse events, such as hemor-
rhagic conversion or mortality, it is difficult to ascertain the degree of bias in these 
studies. Second, blinding of mobile stroke unit use is nearly impossible due to the 
obvious inherent differences in patient treatment. Third, with the exception of one 
subset of the Phantom-S study and a newer 2018 study out of Berlin, no other group 
has shown consistent differences in long-term outcomes with mobile stroke unit use 
[65, 66]. Consequently, effective cost–benefit analysis is limited. Fourth, these stud-
ies compare care delivered by a specialized mobile stroke unit team and one hospital 
to conventional care delivered by multiple hospitals. Fifth, the NIHSS is assessed in 
mobile stroke unit patients earlier than in patients who receive conventional care 
and subsequent worsening or improvement could result in a type of lead-time bias. 
Finally, the utility of mobile stroke units in an urban compared to suburban setting 
(or rural setting) where benefit might not be equivalent is still being elucidated. 
Future studies should target these limitations and ultimately may show mobile 
stroke units to be cost-effective and provide durable long-term outcome benefit 
[69]. The BEnefits of Stroke Treatment Delivered using a Mobile Stroke Unit 
(BEST-MSU) Study funded by the Patient-Centered Outcomes Research Institute 
and scheduled to conclude in 2022 (ClinicalTrials.gov Identifier: NCT02190500) 
should help answer the questions in the USA.

30.7  Are There Alternatives?

The value of a mobile stroke unit in large part is a reduction in time-to-treat-
ment. Are there are organizational paradigms that may have the same effect not 
only for tPA but also for endovascular clot retrieval? In parts of Africa, 
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comprehensive emergency obstetric care has been optimized through midwife 
obstetric units, staffed by midwifes and linked by telephone to a base hospital 
where an ambulance “flying squad” is on constant standby. Relevant to endovas-
cular clot retrieval, cohort studies in patients with ST elevation myocardial 
infarction (STEMI) treated by primary percutaneous coronary intervention 
(PCI) show that by-passing the emergency room with direct admission to an 
angiography suite is associated with significantly shorter door-to-balloon times 
(e.g., 59 vs. 97 min) [70] and with an apparent survival benefit. Median door-to-
balloon time is also reduced by 27  min with a correct diagnosis in 95% of 
patients when local emergency ambulance teams evaluate patients with STEMI 
eligible for direct PCI and transport them directly to the cardiac catheterization 
laboratory [71]. A variety of patient characteristics, hospital characteristics, 
physician characteristics, and care processes affect door-to-balloon times, these 
require identification to facilitate rapid initiation of treatment. For example, a 
prehospital electrocardiogram (EKG) that is telemetered through a mobile 
phone to a physician who with a single call activates the cardiac catheterization 
call team can bypass usual delays seen during emergency room triage. Similarly 
in TBI, prehospital activation of a full trauma alert has been shown to halve time 
to head CT scan [72].

In practical terms, these various methods to reduce time to treatment represent 
organization and a structured approach to care. An engineering and systems 
approach is required. This was first described in healthcare for handovers in pediat-
ric cardiac surgery using a “pit crew” model adapted from Formula one racing [73]. 
In stroke, this same approach and a sigma-based quality-improvement process that 
clearly defines roles and even position of equipment has been demonstrated to 
improve efficiency. For example, Raj et al. [74] observed a 1-h reduction in emer-
gency room arrival to groin puncture times, both during and outside of regular 
working hours when such a process was adopted. Similar organization and parallel 
processing of tasks is required for a successful mobile stroke unit particularly as a 
role for mobile stroke units in selecting patients for endovascular clot retrieval is 
evolving.

30.8  Low-Income Countries and Rural or Remote Settings

More than 80% of the annual deaths from stroke occur in low-income and middle- 
income countries. Many of these countries do not have widespread or dependable 
broadband internet access, but much of the population can access the internet using 
cell phones and this can facilitate mobile stroke units. However, thrombolysis is not 
frequent in low-income countries, e.g., in Africa, <5 countries have reported experi-
ences with intravenous tPA. Furthermore in rural areas of low-income countries, 
specialist care is lacking. For example in India, >700 million people have to travel 
>75 km for specialist care. The number of neurologists ranges between 0.04 in low- 
income countries and 4.75 in high-income countries per 100,000 population [75]. 
Telemedicine and mobile stroke units can fill in these deficits but will need to be 
adapted to the social and geographic environment.
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Many patients may suffer a stroke at a significant distance (or time) from a stroke 
center. For these patients, remoteness, i.e., accessibility, may be more important 
than distance [76]. The role of the mobile stroke unit in rural and remote environ-
ments is only beginning to be elucidated [51, 77, 78]. Early experience suggests it 
is feasible particularly when integrated into existing EMS services to enhance them 
[79]. For example, the Edmonton Stroke Program deploys a mobile stroke unit in a 
250  km radius of the University of Alberta Hospital. Patients at a distance may 
already be in a non-mobile stroke unit ambulance or have presented to a remote 
hospital. The mobile stroke unit then travels toward the inbound ambulance to meet 
at a predetermined rendezvous location. A patient who does not require specialized 
care can then be triaged back to the referring hospital [51]. In remote and rural 
regions, the mobile stroke unit vehicle needs to be adapted to local conditions.

The limited access to specialists in remote or sparsely populated areas argues for 
a model run independently by the EMS rather than by in-hospital neurologists and 
neuroradiologists using a tele network service [80]. With advanced imaging capa-
bilities, mobile stroke units can provide an additional resource for teleradiology and 
telestroke in these areas. However, cost and distance to travel may limit implemen-
tation of CT-carrying ground ambulances in dispersed rural areas. What about air 
transport? [81] The success of the Royal Flying Doctor Service in Australia provid-
ing medical care is well described [76, 82]. This includes air retrieval for mechani-
cal thrombectomy of large vessel obstruction. For example, Crockett et  al. [83] 
described air retrieval in 30 patients in Western Australia. The mean retrieval dis-
tance was 393 km and the longest 2600 km. Outcome was similar for these patients 
when compared to patients from urban regions treated during the same time period. 
An air mobile stroke unit is now being evaluated [81]. This can be a stand-alone air 
mobile stroke unit or integrate a ground mobile stroke unit and air retrieval.

Air mobile stroke units could use helicopter or fixed wing aircraft. Helicopters 
could also function in congested urban areas where time rather than distance may 
limit ground transport. In the United States, helicopter EMS (HEMS) are mainly for 
interhospital transfer. There are about 400,000 civilian HEMS missions a year in the 
United States. About 5% are for acute ischemic stroke; most of these flights are for 
interhospital transfer to a tertiary stroke center often while receiving tPA, i.e., drip 
and ship. The use of HEMS is associated with reduced time to treatment and in 
particular can facilitate thrombolytic therapy for patients who live far from primary 
stroke center facilities [84]. The benefit is more likely when distances exceed 50 km.

Helicopter-based mobile stroke units could be an alternative to ground mobile 
stroke units for rural areas. However, there are some intrinsic limitations. First, local 
regulations may determine the choice of HEMS or ground ambulances. These can 
generally be overcome. Second, helicopter (and fixed wing) flights are vulnerable to 
weather conditions. While the risk is low, crashes can still occur and these are more 
likely at night and during instrument-based flying (bad weather). Therefore, flight 
crews are blinded to patient age and diagnosis before making a go/no-go decision 
based on aeronautical factors, i.e., in bad weather they may not fly. Third, flights 
cannot be easily interrupted for unexpected events. Fourth, there are physical factors 
associated with flight, e.g., vibration, noise, changes in barometric pressure and 
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oxygen levels that may affect clot constitution, the blood–brain barrier, blood pres-
sure, and the ischemic penumbra. Finally, there are many barriers to installing a CT 
on a helicopter, e.g., radiation isolation in close quarters, electrical power consump-
tion that may reduce drive train mechanical power, and electromagnetic interference 
with aircraft avionics. However, the main limitation is weight; excess weight will 
adversely affect performance. Larger helicopters could be used, but this would 
increase cost and limit access to smaller landing areas. Rather than a CT, the feasi-
bility of other modalities to “image” the brain, e.g., Doppler, brain acoustic moni-
tors, or the infrascanner, has been investigated but none has proved reliable in air 
transport.

30.9  Cost-effectiveness

Whether mobile stroke units are cost-effective is not well defined. The purchase cost 
of a mobile stroke unit, depending on its configuration, is estimated to be 
US$750,000–1,400,00 and most mobile stroke units in the USA have started with 
philanthropic gifts. Annual running costs during office hours are estimated to be 
about US$500,00–1,000,000. The cost of 24/7 mobile stroke units is still being 
elucidated. Cost-utility models that combine a decision tree with Markov modeling 
suggest that in-ambulance telemedicine is a cost-effective strategy compared to 
standard stroke care that starts after a time gain of 6 min and becomes dominant 
after 12 min [85]. Much of the running cost is associated with staffing; the use of 
telemedicine and elimination of an onboard neurologist reduces operational costs. It 
remains unclear whether mobile stroke units are financially sustainable or whether 
the money is better spent on improving the current EMS system, the availability of 
stroke centers, and earlier recognition of strokes due to large vessel obstruction.

30.10  The Future

Mobile stroke units will continue to proliferate and to evolve and rather than be used 
for acute ischemic stroke alone likely will become neurological emergency units. 
The feasibility of this has been shown in TBI, subarachnoid hemorrhage (SAH) and 
other neurologic emergencies, e.g., status epilepticus, blood pressure management, 
and reversal of anticoagulation in ICH [30, 53]. In addition, stroke treatment contin-
ues to evolve as does imaging equipment and in particular image acquisition and 
processing time. Portable CT scanners should therefore become more compact and 
weigh less and so be more suitable for helicopters. The introduction of CT angiog-
raphy and CT perfusion into mobile stroke units now allows detection of major 
arterial occlusions. These patients can then be diverted to specialized hospitals that 
offer endovascular clot retrieval [86]. The role of mobile stroke units in access to 
endovascular clot retrieval and intra-arterial thrombectomy is a pre-specified BEST- 
MSU substudy. Initial analysis shows that door-to-puncture-time is shorter in 
mobile stroke unit patients [87].
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30.11  Conclusion

In conclusion, mobile stroke units, i.e., specially equipped ambulances that bring a 
diagnostic CT scanner and therapeutic thrombolysis directly to patients in the field, 
are proliferating. Mobile stroke units are setting dependent, but accumulating evi-
dence demonstrates that time to treatment in acute ischemic stroke is reduced and 
that more patients eligible for treatment receive intravenous tPA.  In addition, 
patients can be triaged rapidly to centers capable of endovascular clot retrieval. The 
success of a mobile stroke unit depends on integration into and organization of stoke 
systems and the involvement of major stakeholders in the stroke field. However, 
mobile stroke units remain investigational and there is at present a lack of robust 
evidence for clinical benefit or cost-effectiveness.
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31Evaluating Quality in Trauma Systems

A. J. Mahoney and M. C. Reade

31.1  Introduction

Do you work in a high-quality trauma system? For many of us, trauma is a famil-
iar clinical entity, which comprises a substantial proportion of our caseload. 
Trauma is the cause of 25% of presentations to emergency departments [1], and 
50% of hospitalized trauma patients require intensive care unit (ICU) admission 
[2]. But does our familiarity translate into the best outcomes for our patients? On 
face value, this question seems simple; we each have an impression of how care 
in our own institution “measures up.” But quality is not a monolithic concept, 
either present or absent. Nor, from the patient’s perspective, can it be equated with 
the performance of one clinical team or hospital unit. Rather, appraising the qual-
ity of a trauma system requires consideration of the entire patient journey, from 
injury to rehabilitation, using carefully selected measures of structure, process, 
and outcome. Here, we consider an innovative system-based approach to trauma 
quality assurance and improvement that is likely to guide the work of intensivists 
and emergency physicians in the near future.
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31.2  Context

Trauma remains a major cause of mortality in developed and developing countries, 
responsible for around 9% of global mortality. The most recent Global Burden of 
Disease (GBD) study estimated that in 2013 at least 4.5 million people died as a 
result of injury. In the GBD analysis, the most common causes of trauma death, 
together accounting for nearly 50% of fatalities, were road injury, falls, and inter-
personal violence [3].

Acknowledging the ongoing burden of disease from trauma, it is important to 
recognize that much progress has already been made. In the 23 years between the 
first and most recent GBD study, there has been a 30% reduction in disability- 
adjusted life years (DALYs) lost to trauma. However, this trend is not universal, and 
improvements have been achieved predominately in developed nations [4]. Since 
the 1990s, developed health systems have invested in quality improvement and 
quality assurance processes that have enabled identification of modifiable risk fac-
tors for trauma death and allowed implementation of strategies for both primary 
prevention and injury management [5, 6]. However, improvements have not been 
uniform even in these high-performing systems, suggesting scope for the further 
innovation outlined in this chapter.

31.3  What Is a Trauma System?

“Trauma systems are an integrated and systematic structure designed to facilitate 
and coordinate a multidisciplinary system response to provide optimal care to 
injured patients from onset of injury through rehabilitation and return of ideal func-
tioning” [7].

Arguably, trauma services represent a “system of systems” in that they pool 
the resources and capabilities of a collection of task-oriented organizations. 
Many of the components of a trauma system, from the prehospital retrieval 
service to pathology, surgery to rehabilitation, are operationally and manageri-
ally independent. They may also be geographically dispersed. Each of these 
stakeholders will undergo independent evolutionary development and, in deliv-
ering the clinical effect of “trauma care,” they demonstrate emergent behavior. 
Emergent behaviors or qualities are those that arise as a result of interactions 
between the components of a complex system and which cannot be predicted 
from scrutiny of the components in isolation. A common rendering of this con-
cept is the notion that “the whole is greater than the sum of the parts.” 
Comprehensive management of trauma casualties cannot be delivered by an 
emergency department, radiology service, blood bank, or hospital switchboard 
alone; but through their relationships they can produce the “health effect” of 
trauma care. This point is of great importance because, where systems demon-
strate emergent behavior, it is not possible to reliably predict their performance 
solely through analysis of their constituent parts.
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31.4  What Are the Goals of a Trauma System?

Earlier, we said that trauma systems aim to provide “optimal care to injured 
patients,” but such nebulous yardsticks are difficult to use in practice. Each clinician 
will have their own view of “optimal” care within their domain. It is more helpful to 
map the goals of a trauma system against the World Health Organization (WHO) 
dimensions of healthcare quality [8]. Healthcare should be as follows:

• Effective, in that it adheres to an evidence base and results in improved outcomes 
for individuals and communities

• Efficient, in that it maximizes the use of available resources, avoiding waste
• Acceptable (patient centered), accounting for the preferences and aspirations of 

individuals and communities
• Accessible, in that care is timely, geographically proximate and resourced suffi-

ciently for the community’s needs
• Equitable, without variation in quality based on personal characteristics or geo-

graphical location
• Safe, in that it minimizes the risks and harms to patients

Using the dimensions of healthcare quality as a lens during quality assurance and 
quality improvement activities can help to avoid missing opportunities to enhance 
service provision, as might occur if the focus is too narrowly upon metrics of effec-
tiveness and efficiency.

31.5  What Is Meant By “Quality Assurance” and “Quality 
Improvement”?

One definition of quality assurance is “an organized process designed to ensure the 
maintenance of a desired level of safety and quality in a service or product” [9]. 
Quality improvement on the other hand represents an “iterative process to continu-
ously improve the safety and quality of care provided to patients” [9]. It might be 
said that quality assurance aims to bring care up to an established standard, while 
quality improvement aims to lift the standard itself. In practice, quality assurance 
and quality improvement overlap substantially, and it is important for a trauma sys-
tem to seek opportunities both to enhance performance and to monitor for deteriora-
tion in areas of service that are already highly effective. For both quality improvement 
and quality assurance, it is crucial that analysis employs the best available measures 
of quality, as outlined below.

31.6  Selecting Measures of Quality

It is clear that monitoring trauma system quality is complex. Unsurprisingly, one 
systematic review from 2010 identified over 1500 quality indices in fewer than 
200 articles [10]. Given the financial and personnel constraints within most trauma 
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services, it is not possible for all relevant quality indicators to be measured [11]. 
How then are we to choose?

Historically, trauma systems have benchmarked themselves primarily according 
to risk-adjusted mortality and case fatality rates, and preventable deaths [12], in 
much the same way as might be done in some ICUs. However, it is important to 
consider all the abovementioned dimensions of quality, and limiting analysis to 
“hard” endpoints such as death, ventilator days, or hospital length of stay results in 
an incomplete picture of performance.

One way of classifying quality indices is to divide them into measures of struc-
ture, process, and outcome, as proposed by Donabedian [13]: structure reflects the 
environment in which healthcare is provided, including organization of clinical ser-
vices and materiel; process reflects the manner in which healthcare is delivered; and 
outcome reflects the consequences of healthcare delivery, both positive and nega-
tive, for individuals and the community. There is some evidence that trauma sys-
tems that perform well against structural metrics are more likely to perform well 
against process metrics, and that higher performance against both structure and pro-
cess metrics correlates with improved patient outcomes [14].

Within these categories, indicators may be judged according to their importance, 
usability, scientific soundness, and feasibility [15]. Importance relates to impact 
upon patient outcomes and perceived scope for improvement. Usability reflects the 
ease with which data can be analyzed, communicated, and used in decision-making. 
Scientific soundness relates to the existence of an established process-outcome rela-
tionship, akin to biological plausibility, and the validity and reliability of measure-
ment [16]. Feasibility denotes the extent to which the benefit of collecting data 
outweighs the administrative burden of its collection [17]. Ultimately, each measure 
can be mapped to one or more dimensions of quality, allowing appreciation of the 
extent to which a quality management process is delivering a holistic appraisal of 
performance [18]. There are numerous examples of intuitively attractive indicators 
that fail these criteria. For example, while trauma patients with Glasgow Coma 
Scale (GCS) scores <13 who did not have a computed tomography (CT) head scan 
had a significantly increased risk of death (suggesting this might be a good indica-
tor), patients with an epidural or subdural hematoma who had surgery delayed >4 h 
(a similarly intuitively negative process measure) actually had a lower risk of death, 
presumably because these were the least unwell patients [19].

Quality evaluation in intensive care is often focused upon “benchmarking” one 
unit against a qualitatively similar unit using standardized mortality ratios (SMR). In 
doing so, quality is largely viewed through the lens of efficacy, efficiency, and safety. 
Less consideration is usually given to dimensions of quality such as accessibility, 
equity, and acceptability. This is not necessarily unreasonable: in most developed 
countries, nearly all hospital patients at risk of preventable death can be admitted to 
an ICU. Therefore in-unit deaths, both preventable and unpreventable, are of suffi-
cient frequency to make SMR a useful comparator between institutions. If we wished 
to assess the other dimensions of quality, theoretically it would be possible to incor-
porate measures of the social and cultural acceptability of care, or the extent to which 
hospital bed-flow limited accessibility, by retaining focus at the hospital level. But 
would this be an adequate measure of quality, for trauma in particular?
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A trauma system must serve a population and its component parts cannot be 
validly assessed in isolation. Indeed, to do so may lead us to draw specious conclu-
sions. For example, in the recent conflicts in Afghanistan, improvements in the pre-
hospital trauma system were associated with increasing in-hospital mortality [20]. 
Rather than being considered a cause for concern, this observation was thought by 
many to reflect the success of a system that enabled critically injured patients to 
reach hospital who in previous conflicts would have died at the scene or en route. In 
this setting, comparison of one military hospital with another would not be without 
value, but such comparisons must necessarily give us an incomplete picture. From 
the perspective of the individual patient, it is not emergency department or ICU 
mortality that is of greatest importance, but their overall chance of survival from the 
point of injury to the time of discharge. Trauma is almost unique in the extent to 
which outcomes depend upon time-sensitive integration of prehospital and critical 
care services, as well as comprehensive inpatient care and rehabilitation. Therefore, 
unlike in general intensive care or in virtually any other area of medicine, we cannot 
approach trauma system quality evaluation armed only with the same tools we 
employ to judge the overall performance of individual clinical services. It is this 
requirement for an “injury-to-community” approach that differentiates the evalua-
tion of trauma systems from quality assurance and improvement approaches com-
monly applied in ICUs, emergency departments, and surgical services.

In the following sections, we review some widely employed quality indices, out-
lining their strengths and limitations, before exploring emerging system-level evalu-
ation opportunities offered by data linkage and temporospatial analysis techniques 
that are likely to guide the work of clinicians worldwide in the near future.

31.7  Structure and Process Measures

We do not propose to deal with structure and process measures in detail, save to flag 
their significance and to provide resources for further consideration. Most structure 
and process measures are intuitive, and many will be familiar to clinicians working 
within established trauma systems; a selection is presented in Table 31.1, alongside 
a number of common outcome measures. Structure and process measures carry 
great weight in trauma verification processes, such as that undertaken by the 
American College of Surgeons [21] and the Royal Australasian College of Surgeons 
[22]. As indirect evidence of the importance of evaluating these indices, trauma 
verification has been identified as an independent predictor of survival, at least in 
smaller trauma centers [23].

Notwithstanding this, structure and process indicators must still be carefully 
selected. Even “intuitive” measures, where high compliance might be expected to 
produce measurably better patient outcomes, often lack substantial published evi-
dence to support their use. Partly this is due to the dilution of research effort by 
the plethora of reported indicators. Additionally, well performing trauma systems 
may exhibit high compliance with a large cluster of structure and process indica-
tors, making it difficult to identify which individual metrics are most important. 
Where evidence is scarce, standardization is an appropriate goal and we highly 
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commend the work of Stelfox and colleagues, who have endeavored to narrow the 
field of potential quality indicators based upon published evidence and expert 
consensus [10, 18].

31.8  Outcome Measures

31.8.1  Death

Inpatient mortality, adjusted to injury severity, is one of the most commonly reported 
quality indices [10]. It has been used both for internal quality assurance and for 
benchmarking of institutions. It rates highly in terms of usability and feasibility. 
However, its importance has decreased over time for several reasons: first, prevent-
able inpatient deaths have decreased to the point where further gains are likely to be 
much smaller in magnitude; second, 80–90% of trauma deaths occur in the prehos-
pital environment and therefore presumably it is in this phase of care that most 
preventable deaths will be identified; and third, reduction in trauma deaths is not 

Table 31.1 Quality indicators by category and phase of care

Structure Process Outcome
Prehospital Sufficient number of 

trained clinicians
Adequate 
communication systems
Dispatch protocols
Retrieval triage protocol
Facility bypass protocol
Procedural skill training 
program

On-scene time
Retrieval time
Completeness of 
prehospital 
documentation

Preventable death rate

Intrahospital Sufficient number of 
trained clinicians
Trauma team activation 
protocol
Massive transfusion 
protocol
Direct transfer to theater 
protocol
Trauma death review 
committee
Existence of trauma 
registry

Time to trauma team 
activation
Time to antibiotics for 
open fracture
Time to first blood 
product transfusion
Time to CT trauma series
Tertiary survey 
completeness

Preventable death rate
Standardized mortality 
ratio
Unplanned returns to 
theatre
Unplanned admissions to 
ICU
Procedural complication 
rate
Deep vein thrombosis rate

Posthospital Protocol for follow-up of 
traumatic brain injury
Protocol for follow-up of 
substance abuse or 
dependence
Standardized 
rehabilitation protocols

Time to review by 
rehabilitation service
Time to rehabilitation 
admission following 
acceptance of care.
Substance abuse 
screening rate

Evaluation of functional 
status
Return to work
Return to independent 
living
Welfare dependence
Proportion of patients 
returning with new 
substance-use-related 
injuries
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necessarily mirrored by reduction in trauma-related burden of disease. Consequently, 
inpatient mortality or case fatality rates alone are inadequate measures of quality 
[12] and should not be the primary means of determining the efficacy of structure or 
process changes within a developed trauma system. It does not follow that we 
should expunge death-related indices; spikes in fatality rates may sound a warning 
within an established system and sharp reductions in mortality may accompany 
introduction of a trauma system where none previously existed. Yet we should look 
beyond simple statistical methods when examining patterns of trauma death, explor-
ing the possibilities offered by large linked datasets and temporospatial analysis as 
outlined later in this chapter.

31.8.2  Functional Outcomes

Given the inherent limitations of death rate quality indices, it is unsurprising that 
many authors have sought indicators that more closely reflect trauma’s burden of 
disease for individuals and communities. Putative measures have included quality 
of life (QoL) measures, return to work, welfare dependence, need for assistance 
with activities of daily living (ADL), and physical function at discharge, among 
many others.

Unfortunately, functional outcome indices are much less feasible to measure 
than death outcome measures. The administrative burden of data gathering is much 
greater, resulting in inconsistent collection, and the lack of commonly accepted 
QoL and other function-based instruments also significantly hampers benchmark-
ing. Further, if measurement occurs solely at the time of discharge, rather than fol-
lowing a fixed post-injury interval, functional indices may reflect variation in 
discharge practices more than patients’ independence or lack thereof. Indeed, if we 
wished to approximate a patient’s ultimate functional status, we would need to col-
lect data around 1  year after injury [24]; this is beyond the capability of many 
trauma registries. However, linkage of patient records with non-clinical administra-
tive databases, as explored later in this chapter, may afford the ability to evaluate 
long-term outcomes such as return to work, welfare dependence, and the require-
ment for residential care.

Presently, it is true to say that no ideal functional outcome measure has yet been 
identified in the literature. Nevertheless, it is also true that the importance of assess-
ing function is widely accepted by academics in the field of quality improvement 
and by clinicians in major trauma centers [18]. Trauma system leaders should select 
one or more functional indicators appropriate to their context using the general 
markers of a good indicator as outlined above.

31.9  Limitations of “Traditional” Epidemiology

Descriptive epidemiology theoretically considers three main factors: person, place, 
and time. Traditionally, however, “place” has been given less prominence. For 
those who work in hospitals rather than public health units, this is unsurprising; 
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patients present to the emergency department, are managed in various hospital 
units and are discharged to “the community.” For some illnesses, it would not be 
unreasonable for a clinician to give little thought to the location from which a 
patient was collected by an ambulance. In this person- and time-centric approach 
to epidemiology, outcome measures may be reported for an entire patient cohort or 
for various subgroups defined by age, sex, comorbidities, or reported demographic 
characteristics.

Overall and subgroup mortality rates remain valuable outcome indicators for 
components of a trauma system. Nonetheless, they have several key limitations. 
First, in-hospital mortality alone cannot account for variation in patients’ prehospi-
tal clinical journeys. Patients with identical injuries cannot be assumed to have an 
equal chance of survival if they vary in their time to retrieval and prehospital man-
agement. Second, tabulated statistics do not facilitate the detection of “clustering,” 
where there is a non-random pattern in disease incidence or outcome (adjusted for 
incidence) with respect to geography. Third, if we return to the WHO dimensions of 
quality, mortality rates do not significantly aid us in making a determination as to 
the accessibility or equity of healthcare within a trauma system.

31.10  Why “Place” Matters

Thus far, we have established that trauma is a global public health concern and that 
substantial improvement in trauma outcomes can be achieved through implementa-
tion of trauma systems. We have identified that best-practice trauma management 
requires the time-sensitive integration of many different teams, making it nearly 
unique among the clinical conditions encountered by intensive care and emergency 
physicians. Further, we have concluded that outcome measures that focus on a sin-
gle institution or its component parts rather than the system as a whole are of limited 
value. In short, the evaluation of trauma care is very different to the evaluation of 
systems for managing other critical illnesses. We are compelled therefore to seek a 
different form of analysis, one in which the integrated effects of time, place, and 
person may be explored—spatial analysis.

31.11  Spatial Analysis

As applied to trauma systems, spatial analysis refers to the description and analy-
sis of geographically indexed outcome data with respect to patient, environmen-
tal, and social risk factors [25]. Research has traditionally been focused in two 
domains: identification of risk factors for trauma and analysis of the spatial orga-
nization of trauma care [26]. Several forms of spatial analysis have been used 
within these fields of enquiry, including disease mapping, geographic correlation 
studies, and cluster detection. In this chapter, we will explore disease mapping 
and its applications, touching upon geographical correlation techniques in some 
of the case studies [27].
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31.11.1  Disease Maps

Disease mapping has been used for well over a century. Perhaps the most common 
form of disease map is called a “choropleth,” from “choro-”(area) and “pleth” 
(value). These maps aggregate a given parameter, be it deaths or another desired 
indicator, within a defined boundary, representing the calculated value according to 
a change in color or intensity of shading of the area. Choropleth maps can afford the 
viewer a synoptic view of complex epidemiological data, and many clinicians find 
identification of visual patterns easier on a map than in a table. Maps of trauma 
incidence or mortality, including separate figures for different subgroups or time 
periods, can be employed purely for descriptive purposes or to help hypothesis gen-
eration within a quality improvement cycle [25].

In trauma, the most basic form of choropleth mapping would involve aggregating 
trauma deaths within existing population divisions, such as statistical or local gov-
ernment areas. Simple death counts are misleading because areas with higher popu-
lations will have more deaths. One way to overcome this problem is to use mortality 
rates, in order to account for population inequality between areas. However, where 
areas are of unequal size, larger polygons tend to have greater “visual weight” than 
smaller polygons of the same color; this tends to produce an exaggerated impression 
of mortality in larger areas and minimize perceived mortality in smaller areas.

The limitations of using raw mortality rates have led many trauma researchers to 
employ an alternative statistic in their map, the SMR. The SMR for area i is calcu-
lated by dividing the number of deaths observed in a particular area (Oi) by the 
number of deaths expected in that area (Ei). There are many ways of determining Ei; 
commonly, this term is derived by applying global age- and sex-adjusted mortality 
rates to the population of the region in question. Mapping the SMR allows identifi-
cation of “hotspots” where observed trauma deaths greatly exceed expected deaths. 
These areas can then be subjected to detailed scrutiny in order to identify whether 
there are modifiable risk factors or aspects of management that can be manipulated 
in order to improve trauma system performance.

The fundamental advantage of identifying trauma SMR outlier hotspots by pop-
ulation area rather than by hospital is that this is what matters more to patients. 
Knowing that a particular hospital has a higher than expected mortality would no 
doubt be of some interest, but few severe trauma patients are able to choose their 
treating hospital and indeed (as we have seen was true in the military Afghanistan 
example) this might lead to a misleading conclusion. Rather, knowing they live in 
an area at particularly high risk should prompt community agitation to identify and 
fix the root problems wherever they are in the system—be they road infrastructure, 
availability of prehospital services, or “quality” of hospital care.

31.11.2  The “Small Numbers” Problem

Without additional efforts by the researcher, all rate-based measures are vulnerable 
to the effects of the “small numbers problem.” The small numbers problem refers to 
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the observation that rates calculated for areas with low population counts exhibit 
high variance. One death in an area with a population of 50 people has more influ-
ence on the mortality rate than one death in a much more populated area. Hence, the 
rates calculated for sparsely populated areas are inherently unstable. The implica-
tion of unstable rates is that it becomes more difficult for the researcher to determine 
whether an observed increase in mortality or SMR reflects a meaningful finding or 
an artifact of small mortality denominators.

31.11.3  Addressing the Small Numbers Problem

There are many approaches to “stabilizing” the values of unstable ratios. Two of the 
most common are the spatial empirical Bayes method and kernel density estimation. 
In the spatial empirical Bayes method, rates are adjusted toward a global or local 
mean using an a priori determination of risk distribution. The a priori estimate can 
be based either on a global mean (global empirical Bayes estimate) or on the mean 
of adjacent areas (local empirical Bayes estimate). Rates are only adjusted for areas 
where margins of error exceed a predetermined threshold; hence empirical Bayesian 
smoothing tends to “shrink” the estimate rates of low population areas toward the 
local or global mean, leaving highly populated areas unchanged.

31.11.4  Kernel Density Estimation and “Heat Maps”

An alternative approach, if individual case data are available, employs kernel density 
estimation. In this method, a series of overlapping spatial filters, kernels, are placed 
over the study area, and a kernel function is employed to fit a smoothly curved sur-
face over each point. Basic kernel density analysis, in which kernel radius is speci-
fied empirically, still suffers from the small numbers problem. If kernel radius is too 
small, then in some areas the population covered will be insufficient to generate a 
stable rate. Conversely, if the radius is too large, the rates will be stable, but there will 
be a loss of geographic detail (Fig. 31.1). However, the problem of over- and under-
“smoothing” can be addressed using adaptive spatial filters, which use kernels of 
varying radii that expand or contract to include data from adjacent grid points until a 
stable rate is achieved. Interpolation of the area between the grid points results in a 
“heat map” of disease burden. Adaptive spatial filters therefore afford a compromise 
between stable rates and preservation of the geographical detail needed to identify 
areas of higher than expected trauma morbidity or mortality.

31.11.5  Examples of Using Spatial Analysis to Evaluate Trauma 
System Quality

Spatial analysis techniques are particularly useful in evaluating the accessibility and 
equity dimensions of trauma system quality. One example is the work by Brown and 
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colleagues in Pennsylvania [28]. In their study of fatal motor vehicle collisions, 
each injury location was mapped, as were the locations of major trauma centers and 
aeromedical retrieval bases. An empiric Bayes method of interpolation was used to 
create a map of fatality rates within the trauma system boundary. This facilitated a 
“hotspot” analysis that identified a surfeit of trauma deaths in the geographical areas 
most distant from major trauma centers. The importance of trauma center proximity 
was reinforced by the observation of “cold spots” around trauma centers, represent-
ing fewer deaths, even in regions exhibiting high overall fatality rates (Fig. 31.2). 
Regression analysis confirmed a relationship between the mean distance between 
point of injury and the closest trauma system resource, and mortality. The authors 
then modeled a number of scenarios in which trauma system resources, such as 
aeromedical retrieval bases, were reallocated to improve accessibility of trauma 
care.

An even more sophisticated analysis of the impact of retrieval distance on out-
come was performed by Tansley and colleagues [29]. They employed a method 
called cost distance analysis, in which the time cost in minutes of patient retrieval is 
calculated using a road network map, taking into account local speed limits. The 
authors were then able to map predicted ground-based patient transport times for 
the entire area covered by their trauma system (Fig. 31.3). Bivariate analysis dem-
onstrated that patients suffering injury as a result of motor vehicle collision or pen-
etrating trauma in a location with a predicted travel time of >30 min to a trauma 
center had both higher on-scene and overall mortality. Interestingly, patients with 
higher predicted travel times were also more likely to have been ejected from their 
vehicle, hinting at lower rates of seatbelt use in remote areas. In this study therefore, 
spatial analysis has been used both to evaluate trauma system accessibility and to 

Fig. 31.1 Kernel density estimation with fixed radius spatial filters. Choice of kernel radius size 
affects the degree to which the reported rates represent the data for a broader or more constrained 
area. Individualizing the kernel radii to the data such that a stable and representative rate is achieved 
in each area (adaptive spatial filtering) achieves an optimal balance between detail and smoothing
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generate a hypothesis as to risk factors for worse trauma outcomes in some parts of 
a trauma system dependency.

The abovementioned case studies demonstrate the pivotal importance of the geo-
graphic organization of trauma systems and the utility of spatial analysis of incident- 
level data in identifying regions or communities with outcomes that are better or 
worse than expected. Variation alone does not allow us to comment on which of 
several similar communities has the “appropriate” rate of trauma mortality; how-
ever, where all patient characteristics are similar, the highest and lowest rates are 
likely to differ according to system-level risk factors [30]. For example, spatial 
analysis allows comparison of regions with similar distances to major trauma cen-
ters, and apparently similar trauma system structures and process indices, which 
might have quite different SMRs. Targeted examination of outliers in spatial analy-
sis can therefore form part of the trauma system quality improvement cycle.

Evidently, spatial analysis has potential as a means of investigating system-wide 
quality. However, in order to make the most use of both spatial analysis and other 
epidemiological techniques, we must possess data reflecting the entire patient jour-
ney, from the point of injury to rehabilitation.

31.12  Trauma Registries and Linked Data

For many years, trauma centers have kept hospital or departmental records of trauma 
patients, containing abundant clinical details for the period from triage to discharge. 
Often though, these repositories contain only sparse information about potential 
quality indicators such as the location of injury or the time from injury to ambulance 
arrival.

Fig. 31.2 Heat map of fatal motor vehicle collisions per 100 million vehicle miles traveled. “Cold 
spots” around trauma centers, representing fewer deaths, even in regions exhibiting high overall 
fatality rates, highlight the importance of proximity to trauma care (From [28] with permission)
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One approach to addressing the need for comprehensive data is a geographically 
based trauma registry. A common model for trauma registries is to identify patients 
meeting predetermined major trauma criteria at the point of admission to emergency 
departments or intensive care units. The records of patients who meet or who are 
likely to meet inclusion criteria are then reviewed by professional data coders, who 
extract information relating to each patient’s injury, transport, and admission. 
Frequently, a mechanism will exist to allow retrospective checking of case capture, 
for example comparing registry entries against an International Classification of 
Diseases (ICD)-10 report for all hospital discharges [31].

Potential Spatial Access
Level I care

Potential Spatial Access
Level III care

Level III Trauma centers

Level I Trauma centers

Travel Time
120 mins

15 minsKm
200150100500

Fig. 31.3 Predicted ground retrieval times to Level I and Level III Trauma Centers. Patients 
injured more than 30 min from a trauma center had both higher on-scene and overall mortality 
(From [29] with permission)
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In a system where there is only one major trauma center, an established trauma 
registry with high capture and completeness is an excellent foundation for trauma 
system quality assurance and improvement. However, in more complex trauma sys-
tems with multiple major trauma centers, or where historically separate trauma net-
works have been amalgamated, we can be faced with the problem of multiple 
institutional registries, each with different inclusion criteria and coding processes. 
Where such fragmentation of data occurs, there can be great value in adopting 
streamlined geographically based registry processes [31, 32].

Even in systems that have achieved standardization of terms and data collection 
processes, geographically based trauma registries tend not to produce a complete 
picture of system performance. One of the main reasons for this is that information 
relating to prehospital deaths tends to be systematically excluded from trauma reg-
istries that recruit patients at their first point of hospital contact. A further potential 
gap is the failure to include patients transferred from other hospitals, if the discharge 
ICD-10 code for the second admission does not reflect the patient’s initial injury 
[32]. Thus, even with adequate resources and robust data collection methodology, 
trauma registries cannot be regarded as a panacea.

Data linkage techniques represent one method of enhancing the capture of mean-
ingful quality indicators. Linkage refers to the process of uniting records from two or 
more files, aiming to combine records belonging to the same patient [33]. In evaluat-
ing trauma systems, linkage can be used to match ambulance, police, and other emer-
gency service records with emergency department, inpatient and rehabilitation 
records in order to complete the injury continuum [34]. Often, linkage makes use of 
data that is already being captured by these individual services for reasons other than 
trauma system analysis; hence once a linkage process is established, there may be 
little additional requirement for resources to facilitate data collection. Further, link-
ing records from predominately administrative databases can afford rich data relating 
to employment, race, religion, and other social determinants of health, which may 
not be included as trauma registry variables; this again facilitates appraising the 
equity and accessibility dimensions of trauma system quality.

Unfortunately, like trauma registries, data linkage processes are imperfect. 
Linkage can be impeded by cumbersome processes for obtaining approval to access 
records, the records themselves may be incomplete, and the quality of data obtained 
from administrative sources can be highly variable [34]. In some countries, such as 
the United States, there are legal barriers to retention of identifying information, 
which means that researchers need to employ probabilistic techniques that use vari-
ables such as age, sex, injury date, and location to calculate the likelihood of two 
records belonging to the same person [32]. Notwithstanding these limitations, data 
linkage remains a powerful tool for achieving holistic evaluation of trauma systems.

31.13  Conclusion

We return now to the original question—do you work in a high-quality trauma sys-
tem? For each of us, this is a complex question, and one that is difficult to answer 
without having a framework against which to evaluate quality. In this chapter, we 
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have advocated a holistic approach that considers all dimensions of quality across 
the entire continuum of injury, not only the measures of efficacy and efficiency that 
can dominate consideration of in-hospital trauma outcomes.

A purposive approach to setting quality goals will allow selection of the best 
structure, process, and outcome indicators with regard to their importance, 
usability, scientific soundness, and feasibility within the local context. We 
encourage those interested in trauma system evaluation to consider the opportu-
nities afforded by spatial analysis, particularly in that spatial analysis introduces 
new ways of presenting data to both clinical and lay audiences, allowing us to 
advocate more effectively for the resources require to investigate and remedy 
potential shortfalls in system capability. We also look forward to the opportuni-
ties that may be offered in future by streamlined, near real-time data linkage, 
with its potential to accelerate the quality improvement cycle for the entire con-
tinuum of trauma care.

Finally, we emphasize that the data needed to drive quality improvement are 
already being collected for routine administrative purposes in many healthcare sys-
tems. In order to realize the benefits we have outlined in this chapter, clinicians need 
to move beyond their direct responsibilities for patient care and engage with quality 
evaluation at a system level. Only in doing so can we continue to approach the 
trauma system ideal of providing care to the right patient, at the right place, at the 
right time.
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32Vasopressors for Post-traumatic 
Hemorrhagic Shock: Friends or Foe?

J. Richards, T. Gauss, and P. Bouzat

32.1  Introduction

Management of shock after trauma remains a clinical challenge, in particular if 
associated with active hemorrhage [1]. Prevailing dogma precludes the use of vaso-
pressors in shock after trauma until hemorrhage is excluded or controlled and advo-
cates a hypotensive strategy [2]. The use of vasopressors is considered deleterious 
and associated with a risk of increased bleeding and organ damage due to excessive 
vasoconstriction. Despite the controversy and discouraged use in hemorrhagic 
shock, particularly in trauma centers in the United States and the United Kingdom 
[3], vasopressors are part of the recommended therapeutic arsenal and routinely 
used by clinicians in Europe to manage trauma patients in shock [4].

Mounting evidence suggests that the effect of vasopressors in shock and hemor-
rhage after trauma justifies a more nuanced position. A differentiated approach 
appears indicated, because not all cardio- and vasoactive agents are the same when 
it comes to their inotropic and vasoconstrictive capacities. Among all agents, nor-
epinephrine and vasopressin have emerged as the molecules of choice if any cardio/
vasoactive effect is to be achieved. In this chapter, we attempt to provide a balanced 
perspective on the use of norepinephrine and vasopressin in traumatic shock and 
hemorrhage, based on recent physiological, epidemiological, and clinical data.

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37323-8_32&domain=pdf
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32.2  Pharmacology

32.2.1  Cardiovascular Effects of Norepinephrine

Norepinephrine is a neurohormone, released from sympathetic, postganglionic 
nerve fibers. Norepinephrine is a product of the decarboxylation of dopamine, 
stored in presynaptic granules that release their content into the synaptic space upon 
depolarization. In the adrenal gland, a methylene group is added, modifying norepi-
nephrine to epinephrine.

After release, norepinephrine acts on postsynaptic alpha- and, to a lesser extent, 
beta-receptors [5, 6]. The effects on both receptors are dose dependent and with 
increasing doses the alpha effect dominates. The intracellular signal transmission is 
G-protein coupled and activates a cAMP-kinase cycle. This results in (1) contrac-
tion of smooth muscle fibers in arterial and venous vessels inducing vasoconstric-
tion and (2) myocardial inotropic and chronotropic stimulation [5, 6].

32.2.2  Cardiovascular Effects of Vasopressin

The physiology of vasopressin is complex and beyond the scope of this review; 
readers are referred to the excellent work by Holmes et al. [7, 8]. Vasopressin is a 
neuroendocrine nonapeptide, produced in the neurons of the paraventricular and 
supraoptic nuclei in the posterior hypothalamus. Vasopressin acts on multiple 
G-protein-coupled receptors and uses the phosphatidylinositol pathway [7] to 
increase Ca2+ influx. Vasopressin 1R (V1R) receptors are densely situated on vascu-
lar smooth muscles of the systemic, splanchnic, renal, and coronary circulations; 
their stimulation leads to potent vasoconstriction [7] and concomitant increase in 
cardiac output and centralization of blood volume [9]. They are also found on car-
diac myocytes and in many other organs, such as liver, brain, and renal medulla. In 
renal efferent arterioles, this vasoconstriction increases glomerular filtration rate 
(GFR). In the pulmonary vasculature, vasopressin induces less vasoconstriction 
than norepinephrine. V1R receptor stimulation on platelets facilitates their aggrega-
tion. V2R receptors located in the renal collecting system induce antidiuresis by 
shuttling aquaporin-2-containing vesicles to the cell surface and stimulation of syn-
thesis of aquaporin-2 mRNA. There is also a complex physiologic interaction of 
vasopressin on oxytocin and purinergic receptors. Purinergic receptors on cardiac 
endothelium seem to exert positive inotropic stimulation without concomitant posi-
tive chronotropy and increase in oxygen demand [10].

32.2.3  Metabolic and Immunomodulatory Effects 
of Norepinephrine and Vasopressin

Apart from the hemodynamic manifestations, norepinephrine and vasopressin exert 
a number of endocrine, metabolic, and immunomodulatory effects. For example, 
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norepinephrine alters the function of most immune cells, reducing the activity of 
macrophage, T-helper, and natural killer (NK) cells, and up- or downregulates cer-
tain cytokines (e.g., interleukin [IL]-6 and -10, tumor necrosis factor [TNF]-α) [11]. 
A wealth of research indicates that vasopressin appears to have a beneficial effect on 
the immune system, such as reduction of mRNA of TNF-α, nuclear factor-kappa B 
(NF-κB), and IL-1β [12]. Norepinephrine increases glycogenolysis and glucose 
production and modifies lipid metabolism [13]. Via V3R receptors in the pituitary, 
vasopressin seems to increase adrenocorticotropic secretion and ultimately influ-
ences cortisol secretion. The effects of norepinephrine and vasopressin are part of 
the highly complex immunologic, endocrine, and metabolic response to trauma, 
shock, and hemorrhage triggering a systemic inflammatory (SIRS) and compensa-
tory anti-inflammatory (CARS) response described as persistent inflammatory and 
catabolic syndrome (PICS) [14].

32.3  The Physiologic Response to Traumatic Shock 
and Hemorrhage

The complex physiology of the response to hemorrhage and shock cannot be 
reduced to a simple loss of blood volume. An intricate and coordinated series of 
adaptive mechanisms and interactions has emerged in our understanding of the 
pathophysiology of hemorrhagic shock [15]. On a macrovascular level, the organ-
ism responds to shock and hemorrhage with an intense sympathetic stimulation 
propelled by the peripheral and central nervous systems [16]. This neurohormonal 
response induces intense vasoconstriction, an increase in heart rate, respiratory 
drive and venous return, improved coronary perfusion, and cardiac contractility [16, 
17]. Combined, these augment, or at least maintain, stroke volume, cardiac output, 
arterial pressure, and oxygen delivery. Norepinephrine and vasopressin play crucial 
roles in this response at the peripheral and central levels.

If the initial source of hemorrhage is not quickly controlled, this phase of com-
pensated hypovolemic shock may evolve to a state of vasodilatory shock. Ultimately 
all shock forms are considered to decompensate to a form of distributive shock [18, 
19]. This vasodilatory phase is caused by numerous mechanisms such as xanthine 
oxidase [20], prostanoids (PG-1, thromboxane), reactive oxygen species (ROS), 
hydrogen sulfide, and, probably the most important, nitric oxide (NO) and potas-
sium channels [21]. NO is increased by augmented activation of inducible NO syn-
thase (iNOS) acting via cyclic guanosine monophosphate (cGMP) to reduce 
intracellular calcium and activate calcium-sensitive (Kca) and ATP-dependent 
K-channels. The subsequent hyperpolarization and decreased influx of calcium [8, 
22] demonstrate that the synergy between K-channels and reduced Ca2+ influx fur-
ther exacerbates the hyporesponsiveness to catecholamines and results in profound 
hypotension. Furthermore, adrenoceptors are desensitized and downregulated [23, 
24]. The vasopressin response is also subject to desensitization, receptor internal-
ization, and store depletion [7, 19]. In the decompensation phase, even blood trans-
fusion cannot restore normal intravascular pressures [25].
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To understand the process at the microvascular level, it is helpful to consider the 
endothelium as a whole organ system, with a weight of 1 kg and a surface of 5000 m2 
[26]; the role of the endothelium in health and disease has probably been underesti-
mated and it is the target of a number of pathophysiologic alterations. At the micro-
vascular level, the onset of hemorrhagic shock reflects a myriad of physical, 
chemical, cellular, and genomic interactions [15]. Some interactions are triggered 
by the macrovascular response and many prompt the measurable and clinically 
apparent macrovascular and hemodynamic response. In addition to the above- 
described neurohormonal response, vascular injuries expose the endothelial surface 
and cells to lower oxygen concentration and acidosis. Profound rheological changes 
accompany a modified vascular reactivity depending on the affected regional perfu-
sion. A variety of cytokines and messengers alter endothelial surface reactivity and 
permeability, including leukocyte and platelet adhesion and activation. Leukocyte 
activation triggers synthesis of ROS. Activated protein-C initiates coagulopathy that 
is induced by cleavage of plasminogen activator inhibitor and increases tissue plas-
minogen activator. Thrombomodulin is released and platelets become dysfunc-
tional. Numerous cytokines circulate and initiate transcription of adhesion molecules 
and other pro- and anti-inflammatory mediators, modifying further vascular perme-
ability and vessel reactivity and reducing functional capillary density; the endothe-
lial surface swells, increasing O2 diffusion distance [15].

A body of experimental and clinical evidence points towards the concept of 
shock-induced endotheliopathy [27] as the central element to the above-described 
process. The endothelium is covered with a layer of glycosylated proteins (proteo-
glycans), called the glycocalyx. The interaction between this layer and albumin is 
now considered as a surrogate for oncotic pressure. In shock, hypoxia, hypotension, 
acidosis, cytokines, and neurohormones (epinephrine) contribute to the destruction 
of the glycocalyx, leading to increased vessel permeability and endothelial and end- 
organ dysfunction. Glycocalyx degradation at the onset of shock/hemorrhage can be 
quantified by syndecan-1 levels [28, 29]. In trauma patients, syndecan-1 plasma 
concentration is correlated to the level of injury, mortality, and epinephrine concen-
tration [30].

32.4  Vasopressors in Shock and Hemorrhage in Trauma: 
Experimental Evidence

Considering experimental and animal data about the effects of norepinephrine and 
vasopressin in the physiopathology of hemorrhagic shock it seems important to 
acknowledge two aspects. First, the mechanisms in septic shock are far better inves-
tigated and understood and some observations about norepinephrine and vasopres-
sin have been extrapolated from studies on septic shock to hemorrhagic shock [21]. 
Second, it is crucial to consider the type of animal model used and which aspect of 
the shock response is studied [31].

It is usually considered that vasopressors increase afterload and oxygen con-
sumption and decrease organ perfusion [32]. It is noteworthy that some of these 
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experimental studies used vasopressors without concomitant fluid expansion. When 
applied to achieve a systolic blood pressure of 80–90 mmHg, a critical rise in after-
load cannot be documented with norepinephrine administration in patients with 
vasoplegic shock [5]. In fact, both norepinephrine and vasopressin seem to improve 
coronary perfusion pressure, venous return, and cardiac output and subsequently 
organ perfusion in shock [8]. Norepinephrine and vasopressin are part of the physi-
ological response to hemorrhage and the mechanisms responsible for the vasodila-
tory phase of prolonged shock when physiological compensation is exhausted (see 
above) may require exogenous vasopressor administration as neurohormonal aug-
mentation therapy [33].

Another important argument against norepinephrine and vasopressin use in hem-
orrhagic shock is the danger of intensifying bleeding from noncontrolled sources by 
increasing hydrostatic pressure (“pop the clot”), the rationale behind permissive 
hypotension. However, recent evidence indicates that even with fluid-only resusci-
tation, profound and prolonged hypotension is associated with increased end-organ 
damage. In a model of controlled hemorrhage and shock of 30% blood loss after 
blast injury, pigs were randomized to two systolic blood pressure levels, 110 mmHg 
and 80  mmHg, resuscitated with fluids only [34]. Survival was shorter in the 
80 mmHg group associated with important metabolic derangement. This finding 
was confirmed in another pig model of uncontrolled hemorrhagic shock comparing 
three mean arterial pressure (MAP) levels of 60, 80, and 100 mmHg obtained with 
fluid resuscitation alone [35]. Both the 60 and 100  mmHg groups demonstrated 
more organ dysfunction and histopathological damage.

Several studies have explored the effect of norepinephrine or vasopressin use in 
animal shock models. In a model of hemorrhagic shock in rodents, the use of nor-
epinephrine with fluid expansion was associated with higher survival [36]. In a rat 
model of shock, Poloujadoff et al. demonstrated that MAP-targeted resuscitation 
associating norepinephrine and fluids proved beneficial in terms of survival [37]. 
Liu et al. successfully tested a combination of norepinephrine and vasopressin and 
fluids in rats to maintain perfusion pressure until definitive hemorrhage control [38]. 
These studies have in common that the investigating groups used both vasopressor 
therapy and fluid expansion. Furthermore, administration of norepinephrine or 
vasopressin does not necessarily induce end-organ damage in shock models; the 
effects are organ-, dose-, and time-dependent [7, 34, 35]. In fact, Harrois et al. dem-
onstrated protection of intestinal villi in hemorrhage in mice [39]. Dunberry- 
Poissant et al. revealed no difference comparing various parameters of organ damage 
after fluid resuscitation versus fluid and norepinephrine in a controlled rat shock 
model during resuscitation to MAP levels of 55–60 mmHg and after reperfusion 
[20]. The administration of norepinephrine in this model was associated with a con-
siderably reduced volume of fluid administration.

Of note, different resuscitation strategies (fluid only versus norepinephrine/vaso-
pressin plus fluid) and varying pressure levels at different times affect organs differ-
ently [7, 20, 34, 35]. For example, a MAP of 100 mmHg caused more organ damage 
in the lungs than in the liver and kidney compared to a pressure level of 60 mmHg 
[7, 20, 34, 35].
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The topic becomes more complicated with regard to vasopressor effects on the 
endothelial surface and glycocalyx. There seems to be an undeniable association 
between circulating endogenous epinephrine, endothelial damage, and mortality in 
animals and patients [27]. Sympathectomy appears to protect against this phenom-
enon in an animal model [40]. In fact, recently, in a controlled hemorrhagic shock 
model in rats, there was raised capillary permeability in the lung and higher lactate 
and base excess in the group resuscitated with fluids and vasopressin compared to 
groups resuscitated with fluids only and those resuscitated with fluids and blood.

In summary, this wealth of experimental knowledge and observations can be 
interpreted in favor of or against the use of norepinephrine (Table 32.1) and vaso-
pressin (Table 32.2) in shock and hemorrhage after trauma. The complexity of the 
adaptive physiological and pathophysiologic patterns demonstrates that the poten-
tial beneficial or detrimental effects of both agents are not reduced to macro- 
hemodynamic effects and are part of the physiological response to injury.

Table 32.1 Risks and benefits of norepinephrine

Risk Benefit
Physiologic • Increased oxygen consumption

•  Increased right ventricular and left 
ventricular afterload, when mean arterial 
pressure in excess

•  Decreased regional perfusion due to 
excessive vasoconstrictive effects

• Immunosuppression

•  Augments venous return and 
increases central systemic vascular 
compartment volume

•  Increases coronary artery 
perfusion

• Supports cardiac contractility

Clinical •  Retrospective studies, conflicting data for 
in-hospital mortality [45–47]

•  No prospective evidence available 
to support clinical use compared to 
standard care

Table 32.2 Risks and benefits of vasopressin

Risk Benefit
Physiologic •  Increased visceral ischemia due to 

splanchnic vasoconstriction and 
translocation of intestinal bacteria

• Exacerbates cerebral edema
•  Coronary ischemia due to 

vasoconstriction

•  Activates V1 receptors and counteracts 
nitric oxide synthesis, thereby 
increasing vascular tone

•  Augments renal perfusion by 
vasoconstriction of renal efferent 
arterioles

•  Promotes von Willebrand factor release 
from endothelium, platelet activation, 
and thrombin generation

•  Regulates intravascular volume 
resorption via V2 receptors in collecting 
tubules

• Immunostimulation
Clinical • Expensive

•  Lack of significant mortality benefit 
in prospective studies [48]

•  Decreased transfusion requirements 
(blood product and overall volume) [48]

•  No excess mortality in prospective 
study
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32.5  Clinical Evidence of Permissive Hypotension 
and Vasopressor Use

One of the hallmark pathophysiologic signs of advanced hemorrhagic shock is 
hypotension. Hypotension is a time-sensitive and dose-dependent event such that 
the following questions remain: “How much hypotension is acceptable in a trauma 
patient?” “And for how long?” Unfortunately, the answers to these questions remain 
elusive. Despite traumatic mechanisms of injury typically occurring in younger 
patients with few medical comorbidities, hypotension is significantly associated 
with increased mortality. In addition, there is a growing population of older patients 
with comorbidities, such as hypertension and peripheral vascular disease, who are 
sustaining traumatic injuries. Does all traumatic hemorrhagic shock require the 
same approach to hemodynamic resuscitation? And do the same hypotensive thresh-
olds apply across all trauma patients? The seemingly obvious answer would be no. 
However, while few data are available on the duration of hypotension in critically 
injured trauma patients, there is substantial evidence in the perioperative and critical 
care literature to support that longer periods, and even single episodes, of hypoten-
sion are associated with organ dysfunction and increased mortality [41]. Yet, as 
previously discussed, there is a pervasive opinion especially among certain trauma 
providers that hypotension is potentially beneficial in trauma patients and should be 
acceptable, especially early in the resuscitation phase following hemorrhage.

The topic of hypotensive resuscitation and permissive hypotension in resuscita-
tion from traumatic hemorrhagic shock has been formulated over the last three 
decades. While early resuscitation strategies emphasized volume replacement with 
isotonic crystalloid formulations, Bickell et al. [42] demonstrated in a swine model 
of vascular injury that initial large volumes of crystalloid administration led to 
decreased animal survival. In a subsequent prospective, randomized trial of imme-
diate versus delayed fluid resuscitation in hypotensive patients who sustained pen-
etrating traumatic injuries, those who received less prehospital crystalloid (mean 
volume of 92 ml compared to 870 ml) had greater rates of survival [43]. However, 
the difference in systolic blood pressure upon arrival to the trauma center was clini-
cally negligible (72 mmHg vs. 79 mmHg, respectively), albeit statistically signifi-
cant. In recent years, attempts to replicate such findings and support tolerating a 
lower blood pressure during initial trauma resuscitation have failed to demonstrate 
an improvement in mortality [44]. Unfortunately, the enthusiasm and support for 
hypotensive resuscitation, and admonishment for the use of vasopressors, are 
extrapolated primarily from a clinical study in which a blood pressure target was not 
the primary outcome nor was the systolic blood pressure clinically different among 
treatment groups. Therefore, it should be clarified that minimizing excessive vol-
umes of crystalloid, or overall excessive volume in general, does not equate to 
accepting a lower blood pressure in a bleeding patient.

Blood volume replacement remains the initial primary method of resuscitation 
from hemorrhagic shock. Recent publications in blood component administration 
and reinvigoration of whole blood therapy have advanced the science of hemor-
rhagic shock resuscitation towards a cell-based approach that minimizes excess 
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crystalloid administration and emphasizes restoration of the endothelial glycocalyx 
[27]. As previously discussed, disruption and damage to the endothelium lining the 
inner vasculature lumen result in release of anticoagulant molecules that contribute 
to the trauma-induced coagulopathy and exacerbate acute blood loss. In addition, 
endothelial dysfunction is characterized by a release of iNO with subsequent vascu-
lar hyporesponsiveness, vasoplegia, and loss of vascular tone [21]. Patients with 
severe and profound hemorrhagic shock may continue to demonstrate hypotension 
despite replacement of adequate blood volume. In a cyclical fashion, this very hypo-
tension and continued hypoperfusion lead to further endothelial dysfunction and 
further hypotension unresponsive to volume resuscitation. It would therefore seem 
logical that administration of vasopressor therapy and restoration of vascular tone 
would serve a valuable function in such patients.

While there is no level 1 clinical evidence to suggest that early administration of 
vasopressors or vasopressor use in the initial resuscitation of traumatic hemorrhagic 
shock results in worse outcomes, evidence from some retrospective studies is con-
flicting. Some studies suggest that vasopressors are associated with increased in- 
hospital mortality. Sperry et  al. reported that early vasopressor use (i.e., 
phenylephrine, norepinephrine, or vasopressin), within 12 h of injury, was associ-
ated with mortality even after adjusting for volume of crystalloid resuscitation [45]. 
Of note, patients who survived <48 h were excluded, when in fact it is this very 
population of patients with early mortality as a result of hemorrhage that are of 
significant interest with regard to vasopressor therapy (i.e., patients who failed to 
respond to initial resuscitation efforts as a result of profound shock with subsequent 
vasoplegia may have been salvageable with vasopressor therapy). Dose and dura-
tion of vasopressor use were also not reported and the study excluded patients with 
traumatic brain injury (TBI) or a spinal cord injury, which represents a population 
that may also be well served by augmented systemic blood pressure and vasopressor 
therapy. More recent work by Aoki et al. from the Japan Trauma Databank demon-
strated that in a propensity-matched cohort, vasopressor use within 24 h of hospital 
admission was associated with in-hospital mortality [46]. However, there was no 
difference in emergency department mortality among patients who received early 
vasopressor treatment. A limitation of this large investigation was that the type of 
vasopressor, dose, and duration of treatment were unavailable from the trauma 
databank.

In contrast, there is emerging evidence to suggest that specific vasopressors (i.e., 
norepinephrine or vasopressin) are not associated with increased mortality in hem-
orrhagic shock. Gauss et al. performed a retrospective analysis of patients in hemor-
rhagic shock (defined as patients receiving 4 units of red blood cells [RBCs] within 
the first 6 h of hospital admission) and after propensity score matching observed 
that early norepinephrine administration was not associated with in-hospital mortal-
ity [47]. A recently published prospective, randomized trial from a single center in 
the United States has also provided valuable evidence in support of early vasopres-
sor treatment in patients with hemorrhagic shock. The Arginine Vasopressin During 
the Early Resuscitation of Traumatic Shock (AVERT Shock) [48] trial randomized 
patients receiving at least 6 units of blood products (packed RBCs, fresh frozen 
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plasma [FFP], and platelets) within 12 h of injury to an intervention that consisted 
of a bolus of 4 units of vasopressin and then continuous infusion up to 0.04 units/
min to achieve a MAP of 65 mmHg versus standard component-based resuscitation. 
Efforts to achieve hemostatic resuscitation were performed in each study arm and 
the intervention was continued for 48 h. Patients in the vasopressin group required 
less total volume of blood products and crystalloid with no overall difference in 
complication rates, such as acute kidney injury (AKI), acute respiratory distress 
syndrome (ARDS), prolonged mechanical ventilation, or mortality. These results 
provide some of the most encouraging clinical evidences that specific vasopressor 
therapy may potentially be considered as part of the initial resuscitation of trauma 
patients in hemorrhagic shock (Fig. 32.1).

Possible explanations for the utility of vasopressors in hemorrhagic shock 
resuscitation are the restoration of an adequate perfusing blood pressure in order 
to maintain vital organ function. Our current understanding of aggressive volume 
administration, even in the form of blood products, is known to be associated 
with increased complications such as dilutional coagulopathy, lung injury, and 
cardiac overload. Therefore, it may be hypothesized that early initiation of vaso-
pressors, in conjunction with appropriate volume administration and correction 
of coagulation derangements, will reduce overall total resuscitation volumes 
(both blood products and crystalloid) and minimize post-resuscitation 

Post-traumatic shock (SAP < 90 mmHg)
If hemorrhage suspected, expedient control

PENETRATING BLUNT

Use limited fluid expansion and blood products
Consider early vasopressor use if TBI/SCI, general anesthesia

If SAP < 70 mmHg and > 60 minutes
consider vasopressor
Do not exceed targets

SAP Target = 80-90 mmHg SAP Target= 100-110 mmHg

Fig. 32.1 Suggested practical algorithm for vasopressor use after severe trauma. SAP systolic 
arterial blood pressure, TBI traumatic brain injury, SCI spinal cord injury
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complications. Intrinsic pharmacologic properties of specific vasopressors may 
target pathophysiologic processes involved in hemorrhagic shock. For example, 
as previously described, norepinephrine exerts alpha-1 sympathomimetic activ-
ity that would be of benefit to a severely injured trauma patient in profound 
hemorrhagic shock with vasoplegia [37]. Intrinsic beta-1 activity would also 
augment cardiac contractility and improve oxygen delivery to hypoperfused 
organs [5, 6]. It is also well described that severely injured and critically ill 
trauma patients present with endocrine insufficiency, to which vasopressin defi-
ciency may significantly contribute [48]. Administration of exogenous vasopres-
sin may therefore restore components of endothelial integrity, intravascular 
volume, and platelet function. However, it cannot be overstated that inappropri-
ate use of vasopressors in hemorrhagic shock can result in severe deleterious 
consequences.

32.6  A Practical Approach to Vasopressor Use for an Updated 
Resuscitation Strategy

From the prehospital environment to the intensive care unit (ICU), hemorrhaging 
trauma patients progress through different phases of shock, defined by the complex 
physiologic response and the therapeutic strategy. Prohibiting vasopressor use 
within the first 24 h in patients with shock and hemorrhage may considerably limit 
the therapeutic arsenal to adapt and shift the response as needed. As exposed in the 
preceding sections, the available experimental and clinical evidence is insufficient 
to preclude in principle the use of norepinephrine or vasopressin in the initial 24-h 
management.

Based on these data, it seems obvious that vasopressor use can only be consid-
ered after a fluid challenge, probably between 500 and 1000 ml, fails to achieve 
hemodynamic stabilization, as recommended. If fluid fails, it is likely that the 
patient is decompensating into the distributive phase of shock and fluid and blood 
alone will not be able to prevent further clinical deterioration; vasopressors may be 
required to prevent prolonged hypotension, associated with an increase in organ 
damage. Many mature trauma systems manage to increase survival of very critically 
sick and severely bleeding patients, but even the most efficient systems struggle to 
obtain hemorrhage control within 1 h [1] and transport times may exceed 60 min. 
Yet, it seems that the longer the hypotensive phase lasts, the more likely the patient’s 
risks of organ damage [34]. As much as it is obvious that permissive hypotension 
should remain a central element of the damage control strategy to limit blood loss, 
in particular in penetrating trauma, there is an increasingly strong rationale to main-
tain adequate perfusion pressure even before hemorrhage control is achieved. If the 
duration of hypotension is too long (>60) or too profound (systolic arterial pressure 
<60 mmHg), hemodynamic resuscitation may be difficult to control with fluids and 
blood products only. This constellation is frequently observed in the distributive, 
decompensated phase of shock and more so in blunt trauma and often associated 
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with a sympatholytic component, such as the required use of induction agents, seda-
tion/anesthesia, brain, or medullary injury. Shock in trauma patients cannot be 
reduced to bleeding, with bleeding being the main rationale behind the strategy of 
permissive hypotension. Yet all forms of shock require the restoration of adequate 
perfusion.

It is true that the definition of adequate perfusion remains a challenge. However, 
an increase in global trauma mortality has been described for arterial systolic blood 
pressure lower than 110 mmHg after severe trauma [49]. Recent guidelines from the 
Trauma Hemostasis and Oxygenation Research Network also highlight this point, 
raising the systolic arterial blood pressure target from 80–90 to 100 mmHg [49]. 
These pressure levels cannot be obtained with fluid expansion and blood products 
only in patients with profound and prolonged traumatic shock. Large volumes of 
fluid resuscitation are in fact quite harmful. The use of vasopressors becomes man-
datory to reach these hemodynamic goals. Higher targets seem crucial, particularly 
in patients with associate traumatic brain or medullary injury and multisystem 
trauma [50], to control cerebral and medullary perfusion pressure.

For these reasons, the authors share the assumption that norepinephrine and 
vasopressin have a place in the therapeutic arsenal to treat trauma patients in 
shock, including those with active hemorrhage (Fig. 32.1). Both agents should be 
part of a bridging strategy to maintain tissue perfusion if hypotension is too long 
or too profound. In no case however should this strategy become a substitute for 
expedient hemorrhage control. Furthermore, the pressure levels targeted with nor-
epinephrine/vasopressin use require a reasonable trade-off between tissue perfu-
sion and overcorrection, which may increase bleeding by increasing the hydrostatic 
pressure.

32.7  Conclusion

Traumatic hemorrhagic shock is a complex disease process that incorporates a 
dynamic physiologic response to blood loss and tissue injury. While restoration 
of circulating blood volume is the mainstay of initial treatment of hemorrhagic 
shock, maintenance of adequate perfusion pressure is essential in order to mini-
mize organ dysfunction. While historically it has been advocated to treat hemor-
rhagic shock with aggressive blood product transfusion and the use of vasopressors 
is discouraged, severe injury with profound shock and prolonged hypotension 
will decompensate to a distributive form of vasoplegia that is unresponsive to 
further volume administration. Therefore, it appears intuitive that appropriate 
and targeted use of specific vasopressors has a beneficial contribution to the man-
agement of early hemorrhagic shock. We advocate that specific, targeted vaso-
pressor therapy has an integral and necessary role in the early resuscitation of 
traumatic hemorrhagic shock and that further large-scale scientific and clinical 
research will more clearly define vasopressor administration in patients with 
hemorrhagic shock.
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33Extracranial Tsunami After Traumatic 
Brain Injury

G. Bonatti, C. Robba, and G. Citerio

33.1  Introduction

Traumatic brain injury (TBI) is a leading cause of death and disability, with an inci-
dence of more than 50 million people each year [1]. However, TBI is often accom-
panied by extracranial lesions and, later, by extracranial complications that might 
influence the outcome.

The presence of major extracranial injuries in a large cohort of TBI from the 
CRASH trial was associated with increased early mortality (odds ratio 1.53–1.15, 
respectively, in high/low-middle-income countries) and death or severe disability 
(odds ratio 1.62–1.73) at 6  months [2]. In a meta-analysis including more than 
39,000 patients, extracranial injuries with an Abbreviated Injury Score (AIS) ≥3 
adjusted for age, Glasgow Coma Score (GCS) motor, and pupillary reactivity were 
related to increased mortality [3]. The strength of the effect was greater in less 
severe TBI (2.14 in mild, 1.46 in moderate, and 1.18 in severe TBI). In high-income 
countries, we are currently facing a decrease in severe, traffic-related TBI and an 
increase in fall-related TBI [1]. Older patients might initially be less severe but, 
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during the intensive care unit (ICU) stay, are more prone to extracranial complica-
tions, such as pneumonia, sepsis, or multiple organ dysfunction syndromes. These 
complications have been described as the leading causes of late morbidity and mor-
tality in TBI [4].

In this chapter, we review the prevalence, pathophysiological basis, and features 
of extracranial complications after TBI.

33.2  Respiratory Complications

Respiratory failure is the most common non-neurological complication after TBI [4, 
5]. ICU stay is significantly increased in these patients, but mortality seems not to 
be affected [5] (Table. 33.1).

33.2.1  Brain-Lung Interaction

Brain-lung interaction has been widely investigated in the experimental setting. In a 
pig model, Heuer et al. proved that extreme acute intracranial hypertension induced 
lung injury in healthy lungs [6]. The mechanism of lung damage after acute brain 
injury is described through a “double-hit model”: the systemic spread of inflamma-
tory mediators and catecholamine release—first hit—creates a systemic inflamma-
tory environment responsible for the activation of biological mechanisms that make 
the lung more vulnerable to insults, such as the increase in vascular hydrostatic 
pressures—second hit [7]. Several respiratory complications have been described 
after TBI including neurogenic pulmonary edema, respiratory tract infections, acute 
respiratory distress syndrome (ARDS), ventilator-induced lung injury (VILI), and 
aspiration pneumonia.

33.2.2  Neurogenic Pulmonary Edema

Up to 20% of patients with TBI develop neurogenic pulmonary edema [8]. 
Neurogenic pulmonary edema is described as an intra-alveolar accumulation of pro-
teinaceous fluid and hemorrhage, along with perivascular interstitial fluid, not 
explained by cardiovascular or pulmonary causes.

The exact mechanisms involved in the development of neurogenic pulmonary 
edema are not clear [8]. Some authors have described a neurocardiac model: TBI 
and raised intracranial pressure (ICP) can increase sympathetic outflow and cate-
cholamine excess causing subendocardial ischemia, myocyte death, and cardiac 
dysfunction. These mechanisms could lead to elevated pulmonary artery occlusion 
pressures and true cardiogenic pulmonary edema. The neuro-hemodynamic model 
describes hydrostatic pulmonary edema with a rapid fall in aortic compliance and 
subsequent increase in sympathetic outflow and left ventricular failure.

The “blast theory” proposes that the hydrostatic forces occur synergistically with 
a direct pulmonary endothelial injury mediated by dramatic and transient surges in 
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Table 33.1 Overview of extracranial complications

Incidence Clinical features Management Outcome
23–67% 
[33–35]

NPE
Hypoxia and 
ARDS
Infections
VAP
Aspiration 
pneumonia

Fluid balance
Protective ventilation  
(VT 7 ml/kg, PEEP 
6–8 mmHg)
PaCO2 target: 
36–40 mmHg (with 
normal ICP)
Antibiotics

↓ Neurological 
function
↑ ICU LOS [5, 
33, 36]

0–50% [33, 
37–39]

Hemodynamic 
instability
EKG changes
Stress 
cardiomyopathy
Conduction 
abnormalities
Dysautonomia

Early cardiac assessment 
(e.g., EKG, 
echocardiography)
Advanced cardiac 
monitoring (e.g., CO, 
GEDI, SVV, PPV, SVRI)
Fluids
Vasopressors
Blood transfusions
β-Blockers

↑ Secondary 
brain injury
↑ Mortality 
[18–20, 23]

0–2% [25, 
26]

Acute kidney 
injury
Chronic kidney 
disease
Electrolyte 
disturbances 
(i.e., ↓ and ↑ 
NA+)

Avoid/correct 
hemodynamic instability
Fluid balance
↓ Nephrotoxic agents (i.e., 
colloids, antibiotics, 
contrast media, NSAIDs)
RRT in selected cases

↓ Good 
outcome
↑ ICU LOS
↑ Mortality 
[25, 29]

49% (↑ 
ALT) [30]

Liver failure
Peptic ulceration
Hypermetabolic 
status

Avoid hypotension
↓ Hepatotoxic drugs (i.e., 
acetaminophen, 
antiepileptics, antibiotics)
Prefer propofol for 
sedation and fentanyl or 
hydromorphone for 
analgesia
N-acetylcysteine

Impaired 
immunological 
function [30]

10–97% 
[33]

Trauma-induced 
coagulopathy
Thromboembolic 
disease

Frequent coagulation 
monitoring (routine lab or 
viscoelastic test)
Fresh frozen plasma/
platelets
Tranexamic acid
Thromboembolic 
prophylaxis

↑ ICU LOS
↑ Mortality 
[31, 33]

ALT alanine aminotransferase, ARDS acute respiratory distress syndrome, CO cardiac output, 
GEDI global end-diastolic volume index, ICU intensive care unit, LOS length of stay, NPE neuro-
genic pulmonary edema, NSAID nonsteroidal anti-inflammatory drugs, PEEP positive end- 
expiratory pressure, PPV pulse pressure variation, RRT renal replacement therapy, SIRS systemic 
inflammatory response syndrome, SVRI systemic vascular resistance index, SVV stroke volume 
variation, VAP ventilator-associated pneumonia, VT tidal volume
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pulmonary arterial pressures related to the sympathetic storm experienced at the 
time of significant TBI or raised ICP. Other authors explain neurogenic pulmonary 
edema through a mechanism of pulmonary venule adrenergic hypersensitivity: it 
has been hypothesized that the excess catecholamines directly stimulate α- and 
β-adrenergic receptors in the pulmonary circulation causing vascular injury.

Patients with neurogenic pulmonary edema manifest clinical signs of oxygen-
ation failure, crackles and rales on auscultation, and pulmonary edema with bilat-
eral diffuse alveolar infiltrates on chest radiograph. The treatment of neurogenic 
pulmonary edema, along with hemodynamic optimization, includes the application 
of positive end-expiratory pressure (PEEP) to guarantee adequate oxygenation [8].

33.2.3  Hypoxia and Hypercapnia

Hypoxia is known to cause adverse outcomes in patients with TBI. Early hypoxia is 
strongly associated with a poorer outcome (odds ratios of 2.1) and the addition of 
hypotension induces poorer outcomes than either insult alone [9]. Volpi et  al. 
observed in 967 patients with TBI that hypoxia was associated with an unfavorable 
outcome when it was manifest in both pre- and in-hospital phases, but also when it 
was resolved at hospital admission [10].

After an acute brain injury, patients are at high risk of developing ARDS. In addition 
to major ARDS risk factors (aspiration, pneumonia, and lung contusion), therapeutic 
approach, including positive fluid balance, blood products and vasopressors, may also 
contribute to the development of ARDS in patients with acute brain injury [7]. The 
CENTER-TBI researchers, in a pre-study survey, declared that they aimed for a super-
normal PaO2, with an initial arterial oxygen saturation goal of >95% [11]. However, 
caution is needed in exposing patients to hyperoxia even though all the studies did not 
demonstrate a link between hyperoxia and negative long-term outcomes [12].

Carbon dioxide levels directly control cerebral blood vessels and have immediate 
effects on ICP. Ventilator management is challenging in patients with TBI and the 
literature is not clear regarding the best strategy to adopt in this group of patients. 
The fear of hypercapnia in TBI patients led clinicians in a dated study to set high 
tidal volumes [13], which might cause VILI.  Appropriate use of lung-protective 
ventilation (tidal volume 7 ml/kg), optimal PEEP (6–8 mmHg), oxygen titration, 
and neuromuscular blocking agents reduced days of mechanical ventilation and 
mortality in patients with acute brain injury [14]. Clinicians, in the absence of raised 
ICP, target a PaCO2 of 36–40  mmHg and move to lower PaCO2 values (30–
35 mmHg) only when ICP is increased [11].

33.2.4  Ventilator-Associated Pneumonia

Ventilator-associated pneumonia (VAP) is a frequent nosocomial infection in ICU 
patients admitted for TBI, with an incidence of up to 61% [15]. A recent meta- 
analysis indicated a VAP incidence of 36%, identifying smoking, blood transfusion 
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on admission, barbiturate infusion, and injury severity score as risk factors. VAP 
prolonged mechanical ventilation time and ICU/hospital length of stay without 
increasing the risk of mortality [16].

A preliminary analysis of the CENTER-TBI cohort, a large, prospective, obser-
vational, multicenter, longitudinal cohort study on TBI [17], evaluated the incidence 
of VAP. In 962 patients mechanically ventilated for >48 h and with an ICU length of 
stay >72  h, 20.4% developed VAP at a median time of 5  days from intubation. 
Patients developing VAP were younger, with a higher incidence of alcohol and drug 
abuse and thoracic trauma and less prophylactic antibiotic use. This new evidence 
confirms that patients developing VAP had no increased mortality or worse neuro-
logical outcome but only an increased hospital length of stay.

33.3  Cardiac Dysfunction

Cardiac dysfunction consequent to TBI contributes to increased morbidity and mor-
tality [18, 19]. Indeed, cardiac dysfunction can contribute to cerebral hypoperfusion 
and secondary injury after TBI [20].

The catecholamine surge following TBI causes peripheral vessel vasoconstric-
tion and, subsequently, increase in systemic arterial pressure (neurogenic hyperten-
sion). Therefore, early hemodynamic instability, including hypotension and 
hypertension, is common in patients after severe TBI.  Recent studies have sug-
gested that this hemodynamic profile is related to myocardial dysfunction. Although 
early treatment of hypotension in TBI patients has been suggested by international 
TBI guidelines [21], no studies have assessed cardiac status before using 
hemodynamic- controlling drugs following TBI.

33.3.1  Electrocardiogram Changes

In TBI, up to 73% of patients have electrocardiogram (EKG) changes. Studies have 
demonstrated that EKG alterations correlate with the severity of TBI and are related 
to worse outcomes. The EKG changes can appear without known atherosclerotic 
coronary artery disease and could be associated with elevated cardiac biomarkers. 
As with echocardiographic changes, EKG modifications post-TBI seem to reflect a 
hemodynamic issue or an intracranial injury effect rather than a direct or primary 
cardiac insult.

33.3.2  Myocardial Dysfunction

Several studies have evaluated changes in myocardial function after TBI. However, 
most of these studies showed a selection bias and lack of statistical power. Thus, 
there are not enough data to design evidence-based guidelines concerning early 
diagnosis, acute treatment, and preventive management [22].
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Elevated systolic blood pressure multiplied by heart rate could be protective by 
supporting cerebral blood flow when cerebral autoregulation is impaired. However, 
Krishnamoorthy et al., in a retrospective cohort study designed to evaluate the early 
myocardial workload profile following isolated severe TBI, noticed that both 
depressed and elevated myocardial workload profiles are common, and that the 
admission myocardial workload profile is associated with ischemic cardiac events 
and with in-hospital mortality in a “U-shaped” fashion [23].

Stress cardiomyopathy related to a primary neurologic condition (such as TBI) 
is identified as neurogenic stunned myocardium. This condition is characterized 
by a classic triad: transient left ventricular wall motion abnormality, EKG altera-
tions, and a modest rise in cardiac biomarkers, without coronary artery disease. 
The mechanism of catecholamine-mediated myocardial stunning could be 
described by direct myocyte damage, sympathetically mediated microcirculatory 
dysfunction, or epicardial coronary arterial spasm. Neurogenic stunned myocar-
dium can impair the outcome of TBI patients: heart failure, pulmonary edema, 
and cardiac arrhythmias can occur. Systolic dysfunction usually improves over 
the first week of hospitalization. Thus, after neurologic injury, optimal cardiac 
performance is central to maintaining cardiac output and, consequently, cerebral 
blood flow. The administration of vasopressors, fluids or blood transfusions should 
be guided by the cardiac function, assessed through continuous EKG, cardiac 
biomarkers, echocardiography [24], and, in more severe cases, continuous 
advanced cardiac monitoring.

33.4  Kidney Complications

The incidence of renal failure in TBI has been reported as 0.45–1.9% [25, 26]. A 
mechanism of brain-kidney crosstalk has been recently proposed [27]: acute cere-
bral injuries can produce cerebral salt wasting and excess secretion of antidiuretic 
hormone, resulting in hyponatremia, and the excess of sympathetic nervous activity 
with the increase of plasma catecholamine levels can lead to hemodynamic instabil-
ity and reduced renal perfusion.

Moreover, the injured brain is subject to post-traumatic neuroinflammation, 
including complement activation and release of pro-inflammatory chemokines and 
cytokines that can leak, through the dysfunctional blood-brain barrier, into the sys-
temic circulation. Furthermore, blood loss from trauma, aggressive fluid resuscita-
tion, use of hypertonic solutions, vasopressor support, exposure to contrast media, 
nephrotoxic sepsis, and administration of antibiotics and nonsteroidal anti- 
inflammatory drugs may exacerbate renal dysfunction.

On the other hand, in acute kidney injury (AKI) patients, urea and other solutes 
are increased and these substances can pass into the brain because of the damage 
to the blood-brain barrier in patients with TBI. This inflow is initially compen-
sated by astrocytes taking up additional ions and water. However, this compensa-
tion mechanism is unsettled in TBI, and cerebral edema can worsen. Moreover, 
AKI can alter the concentration of neurotransmitters or circulating cytokines, 
acid-base balance, hemostasis, and drug metabolism that can lead to disruption of 
the brain-blood barrier.
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33.4.1  AKI After TBI

There is limited information on the incidence of AKI in patients with TBI. A recent 
large, retrospective, multicenter study by Harrois and colleagues [28], including 
3111 patients, showed that AKI generally has an early onset after trauma (within 
5 days from admission in 96% of patients) and occurs in 13% of cases, increasing up 
to 42.5% in patients presenting with hemorrhagic shock; prehospital hemodynamic 
variables including mean arterial pressure (MAP), heart rate, and hemorrhagic shock 
as well as severity of trauma (as for injury severity score), presence of renal trauma, 
blood lactate levels, and rhabdomyolysis severity were independent risk factors for 
AKI.  However, this study presents several limitations including missing data on 
comorbidities and blood tests as well as on the administration of nephrotoxic agents, 
such as colloids and antibiotics. A preliminary analysis of the CENTER-TBI cohort, 
using the KDIGO criteria, found that 17.6% of TBI patients had risk/injury AKI and 
6.2% acute kidney failure AKI, occurring, respectively, 2 and 3 days after TBI. Both 
categories are strongly associated with worse long-term outcome. The mortality rate 
is higher and outcome worse in patients with AKI than in patients with normal renal 
function, even if the dysfunction is mild [25]. This finding was confirmed by a recent 
systematic review and meta-analysis of AKI in trauma patients showing an associa-
tion between AKI and increased hospital length of stay and mortality [29].

33.5  Liver Dysfunction

There is a paucity of literature addressing liver complications in patients after head 
injury. Increased alanine aminotransferase (ALT) values were common (49%) in 
patients admitted to the rehabilitation unit following TBI. For the majority of these 
patients, enzymes returned to normal with conservative management. In most cases, 
no specific etiology was ever identified [30].

Regardless of the cause, liver injury is directly related to impaired immunological 
function. Interestingly, neuroinflammatory responses triggered by TBI have been 
demonstrated to change the expression of nearly a thousand genes in the liver. Studies 
have demonstrated that TBI leads to an increase in acute-phase effector proteins 
(such as tumor necrosis factor [TNF]-α, interleukin [IL]-1β, interleukin IL-6, and 
interferon [IFN]γ) in the brain and serum. Elevated serum levels, binding to hepato-
cytes, stimulate the hepatic acute-phase response, which is a major component of the 
systemic response to tissue damage, infection, inflammation, and trauma.

Previous studies disagree regarding whether TBI activates the acute-phase 
response. These discrepancies can be justified by differential sensitivity of the 
markers or lack of temporal specificity. Furthermore, it could be that not all brain 
injuries induce the acute-phase response.

33.5.1  Effect of Drugs on Liver Function

In the general population, the four main classes of drugs responsible for acute liver 
failure necessitating transplantation are acetaminophen, antituberculosis, 
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antiepileptic, and antibiotic drugs. Three out of four of these drugs are widely used 
in patients with TBI; thus, this population could be at high risk of toxic hepatopathy. 
Concerning antiepileptics, phenytoin and carbamazepine can cause an idiosyncratic 
reaction (dose independent, and unpredictable), while valproic acid and phenobar-
bital may lead to anticonvulsant hypersensitivity syndrome.

Analgesia and sedation are often required in patients following TBI.  The 
γ-aminobutyric acid theory in the pathogenesis of hepatic encephalopathy hypoth-
esizes that increased drug-binding sites enhance sensitivity to benzodiazepines and 
barbiturates in patients with acute liver dysfunction. Thus, propofol is preferred for 
use because of its rapid onset, short duration of action, and antiepileptogenic prop-
erties. Hourly doses should be set based on the Richmond Agitation-Sedation Scale 
and not exceed 5  mg/kg of body weight to avoid the risk of propofol infusion 
syndrome.

Concerning analgesic agents, those with inactive metabolites, such as fentanyl 
and hydromorphone, are favored. Similarly, pain score-directed titration of bolus 
administration rather than continuous infusion is recommended to avoid brain and 
liver dysfunction worsening.

33.6  Hematologic Complications

The incidence of TBI-associated coagulopathy is highly variable ranging from 7% 
to 63%, reflecting the wide difference in definitions of coagulopathy [31]. The ICU 
mortality risk of TBI is multiplied 4.2 times by cardiovascular complications and 
3.13 times by the presence of coagulopathy [31].

The origin of TBI-associated coagulopathy is multifactorial, involving tissue fac-
tor, fibrinolysis, platelets, von Willebrand factor, anionic phospholipids, and brain- 
derived microparticles. Tissue factor plays a key role in the initiation of hemostasis 
and thrombin production. The resulting microvascular thrombosis and depletion of 
clotting factors can cause a functionally hypocoagulable state, which can initiate 
disseminated intravascular coagulation (DIC). Endothelial activation with related 
thrombomodulin expression and increased activated protein C also contribute to 
endogenous fibrinolysis and anticoagulation. Due to the dynamic coagulation 
changes, routine coagulation tests should be performed frequently in all patients 
with TBI using routine laboratory or viscoelastic tests. In the CENTER-TBI col-
laboration, trauma-related hemostatic abnormalities were most frequently treated 
with fresh frozen plasma (73%) or platelets (52%), followed by the supplementation 
of vitamin K (39%) [32].

As TBI may alter coagulation along with immobilization, this can increase the 
risk of venous thromboembolism. Therefore, the benefits of thromboembolism pre-
vention should be balanced with the risk of intracranial bleeding extension. Some 
reports suggest that early prophylaxis with enoxaparin within the first 3 days did not 
increase intracranial hemorrhage progression. Most CENTER-TBI researchers 
reported using deep venous thrombosis prophylaxis with anticoagulants frequently 
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or always (94%). In the absence of hemorrhagic brain lesions, 21% delayed deep 
venous thrombosis prophylaxis until 72 h after trauma. If hemorrhagic brain lesions 
were present, the number of centers delaying deep venous thrombosis prophylaxis 
for 72 h increased to 46% [32].

33.7  Conclusion

Patients with TBI commonly manifest clinically significant extracranial organ 
impairment. ICU physicians should have a clear knowledge of all these complica-
tions to ensure prompt and proper management because some of them have an 
impact on long-term outcome. Data from the large CENTER-TBI cohort will help 
us to better understand these complications and use comparative effective analysis 
to identify better treatment strategies.
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34Ten False Beliefs About Mechanical 
Ventilation in Patients with Brain Injury

D. Battaglini, P. Pelosi, and C. Robba

34.1  Introduction

Patients with brain injury often require mechanical ventilation in order to protect the 
airways, optimize carbon dioxide and oxygen levels, and minimize secondary brain 
damage [1]. Unfortunately, respiratory targets and ideal ventilator settings in this 
group of patients are unclear; currently accepted lung-protective ventilation principles 
are not generally applied in the brain-injured population, as they can be detrimental 
for cerebral hemodynamics [2]. Traditionally, high tidal volumes are used in brain-
injured patients to avoid hypercapnia and consequent cerebrovascular vasodilation, 
and positive end-expiratory pressure (PEEP), recruitment maneuvers, and prone posi-
tion are avoided as they can negatively affect intracranial pressure (ICP). Furthermore, 
respiratory weaning is challenging, extubation is often delayed, and optimal timing of 
tracheostomy is unclear [3]. However, recent evidence is progressively modifying 
these traditional concepts, thus paving the way for the application of protective venti-
lator settings and rescue therapies even in this group of patients [4].

The aim of this chapter is to review the current knowledge concerning mechani-
cal ventilation management, rescue therapies, weaning, and tracheostomy in patients 
with brain injury, by discussing and debulking ten traditional “false beliefs.”
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34.2  Brain-Lung Crosstalk Does Not Exist

Brain-lung interaction—“brain-lung crosstalk”—has been studied by several 
authors over the last decades [5]. Traditionally, the brain and the lung have 
always been considered as two separate organs with no connection to each 
other [4, 6]. Even so, recent literature suggests a bidirectional interaction in 
neurocritically ill patients receiving mechanical ventilation, strongly support-
ing the theory of the existence of a strict interaction between the brain and the 
lung [5].

According to this theory, Samary et al. described the role of an immunogenic 
response after stroke [7]: the blood-brain barrier increases its permeability and 
immune cells, such as macrophages, neutrophils, and lymphocytes, enter the 
damaged tissue, having both neuroprotectant and neurodegenerative effects. Not 
only is there a local immune response during brain damage, but systemic innate 
and adaptive immune responses are both heightened, leading to the release of 
interleukin-10 (IL-10), which is capable of enhancing pro-inflammatory 
responses in peripheral organs, such as the lung [7]. Thereby, primary brain 
injury triggers increased sympathetic activity, which leads to high capillary per-
meability and pulmonary venoconstriction, causing increased endothelial dys-
function, neutrophil infiltrates, and a systemic inflammatory response [6]. 
Therefore, pulmonary complications, such as bronchitis, pneumonia [6], and 
acute respiratory distress syndrome (ARDS) [8], are common after brain injury, 
and are associated with a high risk of death [6, 8]. On the other hand, mechanical 
ventilation itself, via a mechano-transduction mechanism [8] caused by repeated 
opening and closing of atelectatic lung regions, may contribute to enhance the 
inflammatory cascade affecting distal organs, thus promoting or worsening exist-
ing pulmonary damage [5]. This mechanism is one of the key causes of ventila-
tor-induced lung injury (VILI), which along with ARDS may promote brain 
injury through the release of systemic inflammatory mediators [5]. This theory 
involves specific pathways. Mechanical ventilation may per se have a dangerous 
impact on lung function and structure, and could promote early gene c-fos expres-
sion in some brain areas. This gene is a marker of neuronal activation expressed 
in response to proliferation, transcription, and apoptosis [5]. In addition, the 
inflammatory response was mostly mediated by tumor necrosis factor-α (TNF-
α), especially in mice ventilated with higher tidal volumes [8]. Accordingly, in 
another experimental study, authors suggested that lung epithelial cells, when 
stimulated by pro-inflammatory mediators, increased the release of cytokines 
and exerted apoptosis and necrosis on brain cells [6]. In addition, brain damage 
is responsible for intra-alveolar edema and reduction of the phagocytic capability 
of macrophages, demonstrating that the brain and the lung strongly affect each 
other [6].

In summary, most authors agree that the brain and the lung are highly connected 
and minimal changes in brain or lung pathophysiology can promote deep changes 
in inflammatory systemic response, causing secondary brain and lung injuries, 
which could be nicknamed as “dangerous crosstalk” [5].
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34.3  The More Oxygen We Give, the Better It Is

Reduced cerebral oxygenation after brain injury could lead to secondary brain dam-
age and, therefore, maintaining adequate oxygen concentration is fundamental in 
brain-injured patients [9]. In particular, hypoxia is linked to a higher risk of mortal-
ity and higher intensive care unit (ICU) length of stay and should be avoided [9]. 
However, recent evidence suggests that hyperoxia is also independently associated 
with higher mortality risk and poor outcome in patients with acute brain injury [9]. 
Supplemental oxygen level is associated with the production of reactive oxygen 
species (ROS) that overcome physiological antioxidant defenses [9, 10]. Damaged 
cells release endogenous damage-associated molecular pattern molecules (DAMPs), 
stimulating the inflammatory response and inducing cell apoptosis [9]. Thus, 
although oxygen therapy might be essential for patient management, high oxygen 
concentration in blood and tissues may be harmful [9, 10]. Hyperbaric hyperoxia is 
well known for its effects on vasoreactivity, cerebral metabolism, and cerebral blood 
flow. Hyperbaric hyperoxia (250/250 kPa) and normobaric normoxia (101/21 kPa) 
were tested in healthy subjects, and single-photon emission computed tomography 
(CT) was used to observe the changes in cerebral regional blood flow. During hyper-
baric hyperoxia, cerebral blood flow increased in the sensor- motor, visual, and cin-
gulate cortices and cognition area, suggesting a possible positive effect in brain 
trauma and stroke patients [10]. However, more recent evidence highlights the risks 
associated with hyperbaric hyperoxia and in brain- injured patients oxygen supple-
mentation is recommended only when oxygen saturation (SpO2) is <95% [9]. 
Similarly, in traumatic brain injury (TBI) patients, the target arterial partial oxygen 
pressure (PaO2) is >60 mmHg, titrating the fraction of inspired oxygen (FiO2) to this 
value [9]. In this context, bedside multimodal monitoring systems, such as jugular 
venous oxygen saturation, can be helpful to avoid cerebral hypoxemia [11]. In a 
randomized clinical trial on mechanically ventilated TBI patients, two different 
FiO2 levels administered within the first 6 h after traumatic accident were compared. 
No differences in Barthel index (a scale used to measure performance in activities 
of daily living) and length of stay were observed, but the normobaric oxygen group 
had a better neurological outcome as assessed using the modified Rankin Scale 
(mRS) [12]. Taken together, recent data suggest avoiding high FiO2 values during 
mechanical ventilation, and that oxygen administration should be individualized: 
FiO2 should be titrated to achieve an SpO2 of 95% or PaO2 >60 mmHg [9]; both 
hypoxia and hyperoxia should be avoided, and multimodal neuromonitoring could 
be of help in the early detection of brain ischemia.

34.4  Brain-Injured Patients Must Be Hyperventilated

Hyperventilation has been suggested as a treatment to decrease the ICP in the neu-
rocritical care setting, especially in TBI patients [11, 13]. Hypocapnia leads to a 
reduction in arterial extracerebral PaCO2 with brain tissue alkalosis and cerebral 
arteriolar vasoconstriction. These changes are responsible for decreased cerebral 
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blood flow, cerebral blood volume, and ICP [11]. Despite the efficacy of hyperven-
tilation in reducing ICP, cerebral vasoconstriction can lead to cerebral ischemia and 
tissue hypoxia [11]. In a randomized controlled trial, patients were assigned to 
receive normal ventilation (PaCO2 35 mmHg ± 2 standard deviation [SD]), hyper-
ventilation (PaCO2 25 mmHg ± 2 SD) or hyperventilation (PaCO2 25 mmHg ± 2 
SD) with addition of the buffer tromethamine. The authors found that at 3 and 
6 months, patients in the hyperventilation only group had a worst Glasgow Outcome 
Scale compared to the other two groups, suggesting that sustained hyperventilation 
was deleterious in this cohort of patients [13]. Recently, Brandi et al. observed the 
effects of hyperventilation in the acute phase of TBI through transcranial color- 
coded sonography of the middle cerebral artery. Cerebral perfusion pressure and 
microdialysis, ICP, SatO2, end-tidal carbon dioxide (ET-CO2), and brain tissue oxy-
gen tension (PbrO2) were continuously monitored. Cerebral mean flow velocity in 
the middle cerebral artery and ICP decreased during moderate short-term hyperven-
tilation, without significant alteration of oxygenation and brain metabolites, sug-
gesting that moderate hyperventilation (PaCO2 30–35 mmHg) could be safely used 
in patients with TBI [11]. Despite this evidence, it is common knowledge that pre-
ventive hyperventilation (PaCO2 ≤25 mmHg) should be avoided; hyperventilation 
should be considered only as rescue therapy in emergency cases of cerebral hernia-
tion [13].

34.5  Tidal Volume Must Be High and PEEP Must Be ZEEP

In observational data, a low tidal volume ventilation setting (4.6 ml/kg predicted 
body weight [PBW]) has been validated in patients with ARDS [14], although its 
application in patients without ARDS and specifically in neurocritically ill 
patients requiring mechanical ventilation is still controversial [15]. Low tidal 
volume and consequent permissive hypercapnia can cause cerebrovascular vaso-
dilation, thus posing the risk of intracranial hypertension [9]. Because of this 
concern, brain- injured patients have always been excluded from the major trials 
exploring the effects of lung-protective ventilation [16] and, traditionally, a high 
tidal volume (9  ml/kg PBW) is the most common strategy applied in clinical 
practice in neurocritically ill patients [16]. Moreover, recent evidence suggests 
that the use of high tidal volumes might be associated with the development of 
acute lung injury even in the severely brain-injured population [15]. A recent 
experimental study using an open lung approach with low tidal volume mechani-
cal ventilation in a rat model with massive brain damage demonstrated that this 
ventilatory strategy attenuated lung injury [17]. Tejerina and colleagues, in a 
large cohort of brain-injured patients, did not find any positive association 
between tidal volume and increased risk of ARDS development [4]. This may be 
explained by the fact that most of the patients were ventilated with a range of 
tidal volumes within 10 ml/kg PBW [4]. In a recent large, randomized controlled 
trial in patients without ARDS, use of low (4–6 ml/kg PBW) and intermediate 
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(8–10  ml/kg PBW) tidal volumes, while maintaining a plateau pressure (Pplat) 
<25 cmH2O, resulted in similar primary outcome (ventilator-free days at day 28) 
[18]. Further, as secondary non-planned outcomes, low tidal volume was more 
frequently associated with hypercapnia and lower pH, with a trend toward a 
higher frequency of delirium [18]. Thus, current evidence in patients without 
ARDS suggests that low tidal volume should be initially applied in these patients, 
but if increased sedation is required to maintain strict low tidal volume, assisted 
ventilation might be implemented and higher tidal volume levels tolerated up to 
10  ml/kg PBW with a Pplat <25  cmH2O [18]. However, in case of progressive 
deterioration of lung function, yielding ARDS criteria (from mild to severe), low 
tidal volumes between 4 and 6 ml/kg PBW should be immediately applied [18]. 
For this reason, when intermediate tidal volume is used in patients without 
ARDS, careful and daily monitoring of respiratory function is necessary to avoid 
delay in the application of a low tidal volume strategy. Moreover, only 5% of the 
PReVENT trial population was neurologic patients, making it impossible to gen-
eralize the results of the trial to this specific population of patients [18]. Among 
ventilator parameters, driving pressure, i.e., the difference between respiratory 
system plateau pressure and PEEP, is the only ventilator parameter that has been 
associated with an increased risk of developing ARDS [4]. Thus, driving pres-
sure could be considered to optimize tidal volume in this group of patients, since 
it has to be maintained at <15 cmH2O [4]. Further, no studies have unequivocally 
shown that mechanical ventilation with high tidal volumes per se increases ICP 
[15]. Consequently, the concept of tidal volume sizing in acute brain-injured 
patients is not evidence based, and further studies are necessary to overcome this 
issue. However, we suggest keeping low tidal volumes and Pplat <25 cmH2O in 
mechanically ventilated patients with head trauma or brain injury, unless clini-
cally contraindicated.

PEEP is considered as another key component of lung-protective ventilation, 
able to keep the alveoli open and guarantee oxygenation [19]. A recent trial 
showed that in non-ARDS patients the use of a PEEP value >5 cmH2O was not 
associated with better outcome. However, the number of neurologic patients 
included in the analysis was limited [20]. Results from two systematic reviews 
and meta-analyses showed a beneficial effect on mortality using the “open lung 
strategy” with the application of high PEEP only in those affected by severe 
ARDS [21]. Nevertheless, recent experimental evidence regarding safe applica-
tion of the “open lung concept” is limited [19]. Indeed, some authors demon-
strated that pro-inflammatory cytokines were especially released during alveolar 
static overdistention, leading to the innovative concept of “close the lungs and 
keep them rested” [19]. Therefore, experts recently made a conditional recom-
mendation for high PEEP (≥15 cmH2O) to be used only in patients with moder-
ate-to-severe ARDS [22]. Results from the LUNG- SAFE study showed that, in 
patients with mild ARDS who worsened over the first week after inclusion, PEEP 
was significantly higher as compared with those in whom ARDS improved or 
remained at a mild stage [23]. However, PEEP application remains doubtful in 
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neuro-damaged patients because it has been linked to cerebral hemodynamic 
impairment, due to the rise in intrathoracic pressure and the decrease in venous 
drainage and cardiac output [24]. Although the use of zero PEEP (ZEEP) has 
been proposed by some authors to overcome the problem in neurocritically ill 
patients [25], the use of ZEEP (when compared with an 8 cmH2O PEEP strategy) 
was shown to increase the risk for ARDS development and VILI within 5 days 
even in neurocritical care patients [25]. The effect of PEEP on cerebral dynamics 
seems to be primarily related to the respiratory system compliance [24]. In 
patients with low respiratory system compliance, such as in ARDS patients, 
PEEP is not associated with significant cerebral impairment, whereas ICP can be 
affected by PEEP when lung compliance is high [24]. In a recent pilot study, the 
application of different levels of PEEP (from 5 to 10 and from 10 to 15 cmH2O) 
in TBI and lung-injured patients resulted in an increased brain tissue oxygen 
pressure and oxygen saturation without affecting ICP or cerebral perfusion [26]. 
These results suggest that PEEP levels able to optimize alveolar recruitment can 
be safely applied in brain-injured patients, providing that PEEP does not cause 
alveolar hyperinflation or hemodynamic instability [27]. An ongoing randomized 
controlled study, the REstricted versus Liberal positive end-expiratory pressure 
in patients without ARDS (RELAx) trial, is investigating low (less than 5 cmH2O) 
and down- titrated versus high (8 cmH2O) PEEP, in non-ARDS patients. This trial 
could be essential to clarify some open points, even in the subgroup of brain-
injured patients [2].

In summary, in the general population of patients without ARDS, evidence sug-
gests that a protective ventilatory strategy with “enough” PEEP to assure adequate 
gas exchange (basically a PEEP value ≤5 cmH2O), associated with a low tidal vol-
ume, can be safely applied also in brain-damaged patients to prevent VILI [19] and 
to reduce the risk of developing secondary brain damage [5]. However, higher PEEP 
levels obtained by individual titration can be used in patients who need to improve 
oxygenation.

34.6  Recruitment Maneuvers Are Forbidden

The “open lung approach” also includes recruitment maneuvers to open up the col-
lapsed lung by a transient elevation in airway pressure, followed by a high PEEP 
application to maintain the alveoli open [21]. Many authors have investigated the 
role of recruitment maneuvers as rescue therapy for respiratory failure to improve 
systemic oxygenation in ARDS patients [28]. A recent meta-analysis investigated 
the role of recruitment maneuvers in ICU mortality and ventilator-free days, dem-
onstrating that a protective ventilation strategy that includes recruitment maneuvers 
reduces ICU mortality, but does not affect ventilator-free days and in-hospital mor-
tality [28]. Another meta-analysis showed that recruitment maneuvers in ARDS 
patients could improve oxygenation without harmful effects, albeit not reducing 
mortality [29].
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Although recruitment maneuvers have been very promising in experimental 
ARDS models [21], in patients without ARDS their use is still controversial and 
limited to sudden alveolar derecruitment as rescue therapy to temporarily increase 
the lung area available for gas exchange and oxygenation improvement [19]. 
Thus, recruitment maneuvers have been advocated as part of a lung-protective 
ventilation strategy notwithstanding that their role in the general ICU population 
is still unclear [19].

In the specific subpopulation of brain-injured patients, because recruitment 
maneuvers increase intrathoracic pressure they can have a detrimental effect on 
cerebral physiology [30]. Bein et al. showed that the application of volume recruit-
ment maneuvers with 30-s progressive increase in peak pressure (Ppeak) up to 
60 cmH2O and maintained for 30 s increased ICP and reduced mean arterial pres-
sure (MAP) and cerebral perfusion pressure, with only marginal improvement in 
systemic oxygenation [30]. Similarly, a recent randomized crossover study sug-
gested that during application of a Ppeak of 30 cmH2O for 30 s, subdural pressure 
increased and cerebral perfusion pressure significantly reduced [31]. However, in a 
cohort of subarachnoid hemorrhage patients with ARDS, the application of recruit-
ment maneuvers with continuous positive airway pressure (CPAP) of 35 cmH2O for 
40 s resulted in increased ICP and decreased cerebral perfusion pressure, whereas 
for recruitment maneuvers during pressure support ventilation with 35 cmH2O of 
pressure control above 15 cmH2O of PEEP for 2 min, arterial oxygenation improved 
without significant changes in ICP and cerebral perfusion pressure [32]. Moreover, 
other authors found that stepwise recruitment maneuvers with 3  cmH2O applied 
during pressure control ventilation seemed not to cause significant changes in sys-
temic or cerebral hemodynamics [33].

In summary, although having a potentially dangerous effect on ICP, recruitment 
maneuvers can improve oxygenation. Nevertheless, even if recruitment maneuvers 
can be safely adopted in brain-injured patients with careful neuromonitoring, evi-
dence that this maneuver can improve clinical outcomes in neurologic patients is 
absent. Therefore, it should only be considered in selected cases.

34.7  Assisted Ventilation Is Contraindicated

Cerebral masses, hemorrhage, and brain stem lesions are frequently associated with 
respiratory drive impairment and specific breathing patterns [34]. Although the use 
of controlled ventilation has been associated with good PaCO2 control, controlled 
ventilation needs deep sedation resulting—when compared with assisted ventila-
tion—in worse outcomes and longer ICU lengths of stay [35]. Moreover, to main-
tain patient-ventilator synchrony, neuromuscular paralysis is often used, which can 
cause muscular atrophy, reduced compliance, and atelectasis [35]. Assisted ventila-
tion allows spontaneous breathing, use of diaphragm musculature, and avoidance of 
deep sedation with neuromuscular blockade agents [36]. Its main benefit is the abil-
ity to provide ventilator support at the patient’s demand, improving synchrony and 
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comfort. However, the use of assisted ventilation requires a stable respiratory condi-
tion with sufficient drive, and the ability to initiate the breath [36]. Over the past 
years, assisted ventilation has been proposed in non-brain-damaged patients as the 
first step through the weaning phase to reduce the level of sedation and synchronize 
respiratory triggers [37]. Nevertheless, the role of assisted ventilation in acute brain- 
injured patients is still controversial. In a retrospective study, comatose patients 
admitted to the ICU who were ventilated with pressure support ventilation plus sigh 
presented lower values of ICP compared to patients with continuous positive pres-
sure ventilation [37]. In a retrospective study of TBI patients, ICP values together 
with neurological examination were found to be the main factors influencing the 
decision for selection of ventilatory assistance; worse neurologic condition and 
more elevated ICP were associated with the use of controlled ventilation [37]. 
However, the use of assisted ventilation was found to be a feasible and safe alterna-
tive to controlled ventilation even in the acute phase of trauma [37], but only if 
patient-ventilator asynchrony, diaphragmatic myo-trauma, respiratory effort, and 
respiratory drive were properly monitored [34]. Unfortunately, no large randomized 
controlled studies have been conducted to evaluate assisted ventilation in brain- 
damaged patients. Nevertheless, in front of new evidence, the use of early assisted 
ventilation is gaining popularity and should be taken into consideration also in the 
neurocritical care population.

34.8  Extubation Should Be Delayed

When possible, an early weaning process followed by extubation is preferred to 
continuation of mechanical ventilation, to avoid possible mechanical ventilation- 
related complications and high ventilation-related costs [38]. Unnecessary pro-
longed mechanical ventilation is associated with a greater risk of developing 
pneumonia and pulmonary or airway trauma. On the other hand, premature removal 
of mechanical ventilation is linked to difficulty in re-establishing artificial airways 
and impaired gas exchange with consequent respiratory failure [38]. Many studies 
have investigated the criteria for successful extubation in non-brain-injured criti-
cally ill patients [39]. However, in brain-injured patients this issue is even more 
relevant. The brain stem is the generator of spontaneous breaths; thus structural or 
functional damage to the breath generator nuclei or the involved pathways could 
result in weaning and extubation failure [38]. In fact, neurocritically ill patients are 
particularly prone to extubation failure or late extubation, due to the loss of ventila-
tor control or the need for strict PaCO2 control [38]. Thus, the weaning process and 
optimal tracheostomy timing in this population are challenging. The latest available 
guidelines concerning weaning were developed more than 10 years ago, without 
any specific recommendation for neuropatients [39]. A before-after study was per-
formed to investigate ventilatory management and extubation phase in brain-injured 
patients. During the pre-intervention phase, ventilatory management and weaning 
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were initiated according to the physician’s decision. In the interphase, a tidal vol-
ume of 7 ml/kg PBW, PEEP of 6–8 cmH2O, and respiratory rate adjusted to reach 
normocapnia were applied. Results showed that these protective ventilatory and 
early extubation strategies did not alter outcomes in brain-injured patients. In 
patients managed with greater compliance to the protective interventional phase, 
there were more invasive ventilation-free days and the mortality rate at day 90 was 
lower [40]. Because of the lack of specific guidelines, in daily clinical practice, the 
weaning process is usually started at the discretion of the intensivist. To help in the 
daily decision-making, a systematic approach for weaning and extubation in neuro-
surgical and neurological patients was suggested many years ago, demonstrating a 
reduction in the re-intubation rate, duration of mechanical ventilation, ICU stay, rate 
of tracheostomy, and mortality when applied [41]. More recently, Asehnoune et al. 
developed the VISAGE score for the prediction of extubation success in severe 
brain-damaged patients. This score assigns 1 point for each of these variables, age 
<40 years old, visual pursuit, swallowing attempts, and Glasgow Coma Scale >10, 
and rates extubation success at 23% for 0 point, 56% for 1 point, 70% for 2 points, 
and 90% for 3 points. The VISAGE score has been demonstrated to be quite sensi-
tive (62%) and specific (79%) to detect patients at risk of extubation failure [1]. 
Hopefully, new randomized controlled trials will help solve the open issue concern-
ing the preferable weaning timing and the criteria for extubation failure in the neu-
rocritically ill population.

34.9  Tracheostomy Should Be Performed Late

Tracheostomy is a common procedure in the ICU, which is performed in about 
10–15% of critically ill patients with the aim of facilitating the weaning process in 
long-term ventilated patients [42]. The procedure helps to prevent long-term 
intubation- related complications, such as ventilator-associated pneumonia (VAP), 
tracheal stenosis, and sinusitis [43]. An estimated timing for extubation within 
7–15 days of mechanical ventilation is quite customary, followed by tracheostomy 
if extubation is not deemed feasible within a few days [43]. Neurocritically ill 
patients are particularly prone to require tracheostomy. Results from a cohort of 546 
critically ill patients demonstrated that tracheostomy was performed more fre-
quently in brain-injured patients compared to the general population (55% versus 
10.7%, respectively) [3]. The decision and timing of tracheostomy in brain-injured 
patients present peculiar features, as extubation failure and difficult weaning may be 
related not only to respiratory failure, but also to poor neurological outcome [1]. 
Evidence on the advantages of early (within 1 week) versus late tracheostomy (after 
1  week) is somewhat conflicting and no real differences in mortality have been 
identified in the general population [42]. Gessler et al., in a cohort of subarachnoid 
hemorrhage patients, noted that the majority of the patients underwent late trache-
ostomy (between 8 and 20 days), and that late tracheostomy was associated with an 

34 Ten False Beliefs About Mechanical Ventilation in Patients with Brain Injury



450

increased occurrence of pneumonia and pulmonary complications [44]. A recent 
meta-analysis including ten trials investigating early versus late tracheostomy tim-
ing in brain-injured patients found that early tracheostomy was associated with 
reduced long-term mortality, ICU length of stay, and duration of mechanical venti-
lation, while it did not reduce short-term mortality [43]. In the SETPOINT random-
ized controlled trial, including patients with stroke and comparing a strategy based 
on very early tracheostomy (within 1–3 days from intubation) versus standard-late 
tracheostomy (from 7 to 14 days), no differences were found in the length of stay, 
but sedation needed, ICU mortality, and 6-month mortality were lower in the early 
tracheostomy group [45]. Likewise, in a recent study including brain-injured 
patients undergoing decompressive craniectomy, early tracheostomy (within 
10 days from mechanical ventilation) was associated with increased ventilator-free 
days, and reduced mortality, VAP, and hospital length of stay [46]. By contrast, 
evidence confirms that early tracheostomy within the first 4 days of ICU admission 
is not associated with an improvement in 30-day mortality in the general ICU popu-
lation [42]. Since no randomized controlled trials have elucidated the open question 
concerning early versus late tracheostomy, future trials are needed to clarify this 
point. A new multicenter observational trial may be the first step toward this.

34.10  Prone Position Is Contraindicated

ARDS is common in brain-injured patients, especially those with TBI, impacting the 
morbidity and mortality of neurocritical care patients [6], and per se is associated 
with increased mortality, longer length of stay, and poor outcomes [6]. High PEEP, 
recruitment maneuvers, and prone position are useful mechanical ventilation strate-
gies commonly used in ARDS patients, as they have been shown to improve gas 
exchange, respiratory mechanics, intrapulmonary shunt, and ventilation/perfusion 
mismatch [22]. Although these strategies have shown a beneficial effect on mortality 
in ARDS patients [22], the increase in intrathoracic pressure is associated with 
impaired jugular venous flow by reduced venous return to the right atrium, possibly 
causing intracranial hypertension [28]. Therefore, brain-injured patients have always 
been excluded from the major trials exploring the role of protective ventilation strate-
gies and in particular prone position [22], and there is a lack of literature on the use 
of prone position in patients with both TBI and ARDS [47]. In a small study on 
severe brain-damaged patients with intracranial aneurysm rupture who developed 
ARDS, prone position increased brain tissue oxygen partial pressure, ICP, and 
decreased cerebral perfusion pressure [47]. In a retrospective study on brain-injured 
patients receiving prone positioning for ARDS, Roth et al. demonstrated that arterial 
oxygenation increased significantly in the prone position when compared to supine, 
but at the expense of an increase in ICP [48]. However, in a retrospective study on 
subarachnoid hemorrhage patients undergoing prone positioning [47], ICP increased 
from 9.3 ± 5.2 mmHg to 14.8 ± 6.7 mmHg and cerebral perfusion pressure decreased 
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from 73 ± 10.5 mmHg to 67.7 ± 10.7 mmHg, suggesting that the beneficial effect of 
prone position on cerebral tissue oxygenation outweighed the expected adverse 
effect on ICP and cerebral perfusion pressure. Therefore, prone positioning in brain-
injured patients should be considered when refractory hypoxia occurs, under strict 
neuromonitoring to avoid secondary brain injury [11].

34.11  No Role for ECMO

Extracorporeal oxygenation techniques, such as veno-venous extracorporeal mem-
brane oxygenation (VV-ECMO), are useful temporary lifesaving strategies applied 
in severe ARDS patients when conventional strategies have failed [49]. However, 
use of ECMO in trauma patients is limited by serious concerns regarding the risk of 
hemorrhage during and after cannulation, in particular in the presence of severe 
coagulopathy and risk of intracranial hemorrhage [49]. Anticoagulation is always 
required during ECMO. Usually, a bolus of 50–100 U/kg heparin is administered, 
followed by a continuous infusion that aims to maintain an activated clotting time 
between 180 and 200 s or a prothrombin time between 40 and 50 s [50]. Although 
the need for anticoagulation has always been traditionally considered a relative con-
traindication for the use of ECMO in brain-injured patients, recent evidence sug-
gests that VV-ECMO can be feasible and safe even in this group of patients [50]. A 
case series and literature review with a cumulative number of 31 patients undergo-
ing VV-ECMO for hypoxemic respiratory failure secondary to ARDS in trauma 
found a survival rate of 85% with none of these patients dying because of ECMO- 
related complications [50]. Moreover, improvement in ECMO techniques, includ-
ing the introduction of centrifugal pumps and heparin-coated circuits, is progressively 
reducing the amount of heparin required; indeed, the application of heparin-free 
ECMO showed good outcomes and minimal complications [50]. In summary, 
ECMO can be considered as a safe and feasible rescue therapy even in trauma 
patients, including neurological injury. The decision to start VV-ECMO in neuro-
critically ill patients is challenging and patient selection and timing, as well as a 
multidisciplinary approach including cardio-anesthesiologists, neuro-intensivists, 
and perfusionists, are crucial for achieving success [50].

34.12  Conclusion

Although the literature concerning ventilatory management in neurocritically ill 
patients is still limited, current evidence suggests that the principles of protective 
ventilation strategies can potentially be applied even in brain-injured mechanically 
ventilated patients (Fig. 34.1). Whether or not ARDS is present, ventilator settings 
and rescue therapies should be individualized, balancing the risks and benefits of 
each and performing them under strict systemic and neuromonitoring surveillance.
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35Manifestations of Critical Illness Brain 
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35.1  Introduction

Critical illness brain injury is an acute disorder of consciousness and/or one or more 
cognitive or psychomotor domains (e.g., attention, perceptual awareness, or voli-
tion) and is common among intensive care unit patients [1]. Such injury is associ-
ated with increased intensive care unit (ICU)-related morbidity and mortality as 
well as long-term cognitive impairment. Commonly recognized manifestations of 
critical illness brain injury include delirium and coma, but recent work has shed 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37323-8_35&domain=pdf
mailto:shawniqua.w.roberson@vumc.org


458

light on a third form of brain dysfunction that may be seen in the ICU: catatonia. 
This chapter describes these three manifestations of critical illness brain injury and 
provides a conceptual framework for their distinct but potentially overlapping pre-
sentations in ICU patients. Underlying pathophysiology, assessment, and manage-
ment recommendations are provided, and areas of future research are discussed.

35.2  Delirium

Delirium is the most common form of acute brain dysfunction in the ICU and is 
manifested by inattention, disorientation, altered arousal, changes in cognition, and 
at times abnormalities in thought and perception [2]. Around 70% of patients on 
mechanical ventilation will experience delirium during their critical illness and 
almost a third of days in the ICU are days spent with delirium [3]. Delirium is char-
acterized by motor abnormalities, including hypoactive (decreased movement and 
decreased arousal), hyperactive (increased movement and agitation), and mixed 
(exhibiting features of both motor subtypes that may fluctuate) presentations [4]. 
The hypoactive form predominates (perhaps due to prompt treatment of hyperactive 
patients with sedation, etc.); however it is underdiagnosed and is associated with 
worse outcomes [5].

35.2.1  Pathophysiology and Etiologic Considerations

Risk factors for the development of delirium include, but are not limited to, older 
age, preexisting dementia, hypertension, pre-ICU emergency surgery or trauma, 
elevated Acute Physiology and Chronic Health Evaluation (APACHE)-II score, 
mechanical ventilation, metabolic acidosis, delirium on the prior day, coma, and use 
of certain medications, including benzodiazepines and anticholinergic medications 
among others [6, 7]. Distinct etiologic mechanisms leading to the development of 
delirium remain unknown; however preliminary evidence suggests neural discon-
nectivity of the dorsolateral prefrontal cortex and the posterior cingulate cortex as 
well as reversible reduction of functional connectivity of subcortical regions [8]. 
Neuroinflammation leading to hippocampal and extra-hippocampal dysfunction 
may also contribute to the development of delirium [8]; however, given the hetero-
geneous phenotype, there may be several neurobiological mechanisms contributing 
to its development instead of one distinct causal pathway.

35.2.2  Assessment of Delirium During Critical Illness

The gold standard for assessment of delirium is a full psychiatric interview accord-
ing to Diagnostic and Statistical Manual of Mental Disorders (DSM)-5 criteria [2]. 
This is impractical, however, as a screening tool in the ICU due to the high preva-
lence of this disorder, the length of time and expertise required to conduct a thor-
ough DSM-5 evaluation and the acute nature of medical care making an exhaustive 
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evaluation over-burdensome for the critically ill patient. In the critical care setting, 
the most widely used instrument to screen for delirium is the Confusion Assessment 
Method for the ICU (CAM-ICU). In a recent meta-analysis, the CAM-ICU (969 
patients from nine studies) had a pooled sensitivity of 80.0% (95% confidence 
interval [CI] 77.1–82.6%), and the pooled specificity was 95.9% (95% CI 94.8–
96.8%) [9].

35.2.3  Management

Antipsychotic medications have historically been the treatment of choice for delir-
ium; however recent findings suggest that haloperidol (a typical antipsychotic) and 
ziprasidone (an atypical antipsychotic) have no effect on the duration of delirium in 
the ICU [10]. Despite these findings, these medications may still have an indication 
for psychotic symptoms (delusions, hallucinations, and agitation) secondary to crit-
ical illness delirium, although further research is needed. Delirium is characterized 
by alterations in the sleep/wake cycle; therefore melatonin (hormone released by the 
pineal gland with a key role in circadian rhythm regulation) or ramelteon (melatonin 
receptor agonist) may have a role in the treatment or prevention of delirium [11, 12]. 
Non-pharmacological interventions such as adherence to the ABCDEF (Assess, pre-
vent, and manage pain; Both spontaneous awakening and breathing trials; Choice of 
analgesia and sedation; Delirium assess, prevent, and manage; Early mobility and 
exercise; Family engagement/empowerment) bundle have shown the greatest effec-
tiveness in reducing delirium occurrence in the ICU [3].

35.2.4  Prognosis

Delirium is known to be independently predictive of increased in-hospital and post- 
discharge mortality, new-onset dementia akin to an Alzheimer’s-type dementia, 
depression, post-traumatic stress disorder (PTSD), longer length of stay in the hos-
pital, new institutionalization at discharge, inability to return to work, and increased 
cost of care, amongst others [13–17]. Profound brain volume loss and white matter 
disruptions in survivors of critical illness may help to explain newfound dementia 
[18] although the exact neuropathologic insults underlying these cognitive and 
functional changes remain a mystery.

35.2.5  Summary

Delirium is the most commonly identified form of critical illness brain dysfunction, 
characterized by inattention, disorientation, altered arousal, and cognitive changes. 
The wide variety of risk factors and motoric subtypes suggest that there may be 
several neurobiological mechanisms. The CAM-ICU is the most widely used and 
best-validated screening method in the ICU. Management relies heavily on avoid-
ance of risk factors and implementation of established protocols based on the 
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ABCDEF bundle. More work is needed to understand this disorder, its association 
with long-term cognitive decline, and its pathophysiologic relationship with other 
forms of critical illness brain injury.

35.3  Coma

From the Greek κῶμα, meaning “deep sleep” or “trance,” coma is characterized by 
closed eyes and unresponsiveness, with absence of any appropriate response to even 
the most vigorous stimulation [19]. Patients in coma do not localize stimuli or make 
any defensive movements in response to painful stimuli, although they may grimace 
or demonstrate stereotyped posturing. Interestingly, grimacing and stereotyped pos-
turing are also features of catatonia, although the stereotypical posturing in canoni-
cal forms of coma is characterized by dystonic flexion or extension of the extremities 
in response to noxious stimuli. Sudden coma is a neurologic emergency—it indi-
cates acute onset of one or more potentially fatal but possibly reversible conditions 
resulting in severe impairment of brain activity.

35.3.1  Pathophysiology and Etiologic Considerations

Coma is a disorder of profoundly impaired arousal and, possibly as a by-product, 
awareness. The presence of coma in a patient indicates dysfunction of one or more 
components of brain networks mediating the intrinsic ability to maintain and regulate 
a state of alertness. These networks include several brainstem nuclei, most notably 
the reticular activating system of the pons and ventral medulla [20] as well as their 
projections to the midbrain reticular formation, thalamic intralaminar nucleus, dorsal 
hypothalamus, and basal forebrain [21, 22]. These subcortical and brainstem struc-
tures interact with each other and with the cortex in a complex interplay of activation 
and inhibition, mediated by several neurotransmitters including acetylcholine, 
gamma-aminobutyric acid (GABA), glutamate, dopamine, and serotonin [23]. Coma 
in the critical care setting may thus result from focal disruption of brainstem or sub-
cortical arousal networks or from widespread disruption of cortical activity.

35.3.2  Assessment of Coma During Critical Illness

One of the oldest measures of the level of consciousness in common clinical use today 
is the Glasgow Coma Scale (GCS). The GCS grades quality of eye opening (4 points), 
verbal responses (5 points), and motor responses (6 points) to auditory and tactile stim-
uli. It was initially validated for assessment and prognostication after traumatic brain 
injury (TBI) [24]. The Full Outline of UnResponsiveness (FOUR) Score is another 
well-validated scale that is based on eye responses, motor responses, brainstem reflexes, 

S. Williams Roberson et al.



461

and respiratory patterns [25]. Compared to the GCS, the FOUR Score has the advan-
tage of avoiding dependence on verbal responses, and thus is not confounded by the 
inability to speak (e.g., due to intubation). The Richmond Agitation–Sedation Scale 
(RASS) is a 10-point scale ranging from −5 (coma) to +4 (severely agitated) with 0 
being normal. The RASS differs from the GCS and FOUR Score in two aspects: (1) the 
RASS focuses on arousal and does not require intact comprehension or command fol-
lowing to obtain a normal score; and (2) the RASS also includes values indicating 
hyperarousal or agitation. This scale is well validated as a monitoring tool to guide 
sedative titration and to evaluate agitation in the adult ICU.

There are several other scales published for monitoring the level of sedation in 
the ICU or intraoperatively, e.g., the Ramsay Sedation Scale, the Riker Sedation- 
Agitation Scale, the Motor Activity Assessment Scale, and the University of 
Michigan Sedation Scale. These can be used to assess the level of consciousness but 
do not include multiple levels indicating deeper stages of coma.

Electroencephalography (EEG) is a useful and easily accessible technology to 
assess for potential etiologies of coma and rule out locked-in syndrome, an infre-
quent but important mimic of coma that is characterized by profound motor impair-
ment with preserved sensory awareness. EEG patterns most commonly seen in 
coma include burst suppression, very low voltage or discontinuous activity, general-
ized periodic discharges (with or without triphasic morphology), and absence of 
reactivity. Electrographic seizures or status epilepticus can also be recorded in 
patients unresponsive to external stimuli and suggest a potential epileptic etiology 
for the coma.

35.3.3  Management

Initial management of the comatose patient involves stabilization. Airway protection, 
assurance of hemodynamic stability, and respiratory support are potentially lifesaving 
measures in the minutes to hours after onset of coma. Physical examination should 
screen for signs of trauma and focal neurologic deficits. Early laboratory studies 
should include blood glucose measurement, electrocardiogram, complete blood 
count, comprehensive metabolic panel, and brain computerized tomography (CT) 
scan. Additional evaluations, such as cerebrospinal fluid (CSF) studies, EEG, and/or 
brain magnetic resonance imaging (MRI), should be guided by the clinical history and 
examination. Treatment in the acute phase largely consists of addressing the underly-
ing etiology and minimizing risks of adverse neurologic sequelae, e.g., resuscitation 
and targeted temperature management (TTM) in the case of cardiac arrest.

Subsequent management is guided by the differential diagnosis and risk of com-
plications. In general it is important to avoid medications that may confound the 
coma assessment such as sedatives or other central nervous system (CNS) suppres-
sants. Some advocate for standard pain management during procedures, given that 
15–40% of patients deemed comatose may yet be aware of their surroundings but 
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may be unable to mount a motor response sufficient to express suffering. 
Nevertheless, global sedatives and anxiolytics may augment coma and worsen out-
come; thus local or regional anesthetics is preferred where possible.

Patients in prolonged unresponsive states are at high risk for skin breakdown, 
musculoskeletal injury, and neuromuscular dysfunction due to disuse and inability 
to spontaneously adjust their position. Nursing and respiratory care with frequent 
turning and attention to positioning are crucial to limit such injury. Finally, in the 
patient with prolonged coma, no spontaneous sleep/wake cycles, and absence of 
brainstem reflexes in the context of a known devastating intracerebral insult, brain 
death evaluation may be considered.

35.3.4  Prognosis

In general, coma portends worse prognosis in the critically ill population. Depth and 
duration of TBI-induced coma are predictors of functional status at 3 months post- 
injury. Lower GCS score at presentation is associated with increased in-hospital 
mortality in non-trauma patients as well [26]. Clinical signs of coma after cardiac 
arrest strongly predict death or poor neurologic outcome [27]. Mechanically venti-
lated patients with burst suppression (an EEG-based measure consistent with coma) 
are twice as likely to die by 6 months post-discharge as those without burst suppres-
sion [28]. The trajectory of level of arousal and interaction with the environment 
also informs prognosis. Serial assessment is important, as is an exhaustive search 
for and remediation of reversible contributing factors.

35.3.5  Summary

Coma is a condition of profoundly impaired arousal and unresponsiveness to even 
the most vigorous stimuli. Diverse etiologies can lead to disruption of the ascending 
reticular activating system and subcortical arousal networks, or diffuse cortical dys-
function, or both. Regular assessment using a standardized scale is a key component 
of monitoring. EEG can assist with assessment and help rule out locked-in syn-
drome, a rare but important mimic. Coma is generally associated with poorer ICU 
outcomes. Its acute presentation requires emergent stabilization, identification and 
management of potential etiologies, and mitigation of risk factors.

35.4  Catatonia

Catatonia is a syndrome of psychomotor abnormalities (decreased, increased, and 
abnormal motor behaviors such as waxy flexibility and echo phenomenon) and voli-
tion (or will). Catatonia has historically been linked with schizophrenia; however 
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more recently it has been described in patients with severe mood and general medi-
cal disorders.

35.4.1  Pathophysiology and Etiologic Considerations

The prevalence of catatonia, in acute inpatient psychiatric settings, has ranged from 
9% to 18% [29, 30]. Work by Abrams and Taylor has suggested a higher prevalence 
in patients with primary mood disorders, with up to 20% of patients with bipolar 
disorder exhibiting catatonic signs [31, 32]. Up to 10% of the general medical popu-
lation may exhibit catatonic signs during their acute hospitalization [33] with cata-
tonia manifesting as a feature of many general medical conditions [33–35]. Studies 
into the prevalence of catatonia on a psychiatric liaison service showed that it was 
1.6–8.9% across all medical services, varying across age groups and associated 
medical conditions [36]. Recent literature has suggested neurobiological and neuro-
inflammatory hypotheses for the development of catatonia, such as increased neural 
activity in premotor areas in patients with hypokinetic catatonia [37] and down-
stream autoimmunity effects of specific actions on extracellular antigens (e.g., as 
seen in N-methyl-d-aspartate receptor [NMDAR] encephalitis) [38] as potential 
etiologic theories for catatonia.

35.4.2  Assessment of Catatonia During Critical Illness

Catatonia has increasingly become recognized as a manifestation of acute brain 
dysfunction in the ICU, although universally it remains underreported, and in criti-
cal illness it is generally not a part of routine screening programs [39, 40]. Although 
classical descriptions of catatonia include depictions of mental status abnormalities 
consistent with delirium [4], and classical descriptions of delirium include depic-
tions of catatonia [41], modern diagnostic criteria (such as the DSM-5) do not rec-
ognize the co-occurrence of delirium and catatonia. In fact, DSM-5 criterion C for 
catatonia states that “the disturbance (e.g., catatonia) [should] not occur exclusively 
during the course of a delirium” [2]. Perhaps in part due to this, catatonia has not 
routinely been screened for or diagnosed in medically ill populations, especially in 
the critically ill, where the prevalence of delirium is high, thus limiting further 
research in this area.

The most widely used assessment tool for catatonia is the Bush Francis Catatonia 
Rating Scale (BFCRS), a 23-item rating scale, which relies on observation, physical 
exam, and interview of the patient (if possible) [42]. The BFCRS score is calculated 
from the totaling of individual items (rated 0–3, with higher scores indicating 
increased severity of that sign). In recent years, some researchers have begun to 
explore the association between delirium and catatonia, with estimates up to one- 
third of critically ill patients screening positively for catatonia in the ICU [39, 40, 
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43]. Among patients with DSM-5 catatonia (>3 of 12 criterion A signs present) 
(n = 46), 91.3% also screened positive for delirium with the CAM-ICU [44]. Revised 
cutoff points on the BFCRS have been suggested for use in the critically ill given the 
phenotypic overlap between delirium and catatonia [44]. Despite our increased 
appreciation of catatonic signs in critical illness the clinical relevance of the occur-
rence of catatonia is unknown [39, 40, 43].

35.4.3  Management

Fortunately, for most patients, prompt recognition of catatonia and treatment with 
anticonvulsant medications (benzodiazepines or barbiturates) or electroconvulsive 
therapy can be lifesaving, regardless of underling etiology [45–47]; however, there 
remains general ambiguity as to whether sedative hypnotics can be safety used in a 
delirious or comatose individual with catatonia, as these medications are associated 
with the development of delirium [6]. Studies in this area are urgently needed. 
Additionally, antipsychotics are generally avoided in catatonic individuals espe-
cially those with excited or agitated catatonia, given the concern for conversion to 
neuroleptic malignant syndrome, although data supporting this clinical assumption 
are lacking.

35.4.4  Prognosis

Catatonia is a potentially lethal condition if left untreated. Its presence puts patients 
at risk for a variety of medical complications including aspiration, dehydration, 
malnutrition, contractures, pulmonary embolism, and rhabdomyolysis leading to 
renal failure [48]. Despite effective treatments, some evidence suggests that patients 
with catatonia have increased morbidity compared to their counterparts [49, 50]; 
however, additional studies are needed.

35.4.5  Summary

Catatonia is a common but under-recognized neuropsychiatric manifestation of 
acute brain dysfunction in the ICU. Catatonia is frequently comorbid with delirium; 
however the optimal treatment and clinical relevance in this context remain 
understudied.

35.5  A Conceptual Framework for Manifestations of Critical 
Illness Brain Injury

Figure 35.1 provides a schematic overview for understanding the interrelations 
among manifestations of critical illness brain injury. Catatonia, a poorly recognized 
disorder of psychomotor function, has overlapping features with both delirium 
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(characterized by fluctuating level of arousal and inattention) and coma (character-
ized by profound hypoarousal and unresponsiveness).

35.6  Conclusion

We present a conceptual framework for understanding critical illness brain injury. 
Delirium manifests with fluctuating levels of arousal and inability to maintain atten-
tion. Coma is characterized by profoundly impaired arousal and absent responses to 
external stimuli. Catatonia, a recently recognized manifestation of critical illness 
brain injury, has a variable presentation including diverse psychomotor, behavioral, 
and emotional disturbances that may overlap with delirium or coma. The key dis-
tinctions that help separate the three conditions are abnormal attention and cogni-
tion (delirium), depressed consciousness (coma), and profoundly abnormal motor 
behavior which relies on a physical examination (catatonia). The pathophysiologic 
mechanisms underlying these syndromes are incompletely understood, but likely 
include shared components and these three conditions may exist on a spectrum of 
acute brain dysfunction in the ICU.  Given that management approaches differ 
depending on the clinical presentation (A-F bundle for delirium, reducing risk fac-
tors for coma and possibly lorazepam challenge for catatonia with avoidance of 
antipsychotics), recognition and disambiguation of these syndromes are crucially 
important. Future studies exploring the natural history and optimal management, 
especially in cases of ICU-related catatonia, are warranted.
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36.1  Introduction

Technology has made huge progress within the field of medicine, where newer and 
more sophisticated devices have been created to assist clinicians in daily practice. 
Many of these instruments have become either less invasive or noninvasive. Such is 
the case for neuromonitoring, where it is now possible to apply multimodality non-
invasive monitoring to derive a great deal of information necessary for both thera-
peutic and prognostic purposes.

Multimodal evaluation becomes paramount when dealing with brain injury, 
whether it be traumatic or nontraumatic. Such is the case for monitoring of brain 
stem reflexes, cerebral hemodynamics, and brain function. Brain stem reflexes can 
be evaluated through a clinical neurological exam. However, this is not always 
possible, due to drugs or impossibility of evoking the reflexes for inaccessible 
areas of the scalp or head. Yet, there are reflexes that require a more precise evalu-
ation in order to be useful. Such is the case for the automated pupillary response 
to light, which can be done with extraordinary accuracy using pupillometry 
devices. Cerebral hemodynamics, most commonly represented by cerebral blood 
flow (CBF), intracranial pressure (ICP), and cerebral perfusion pressure (CPP), 
can now be evaluated with a good level of reliability using brain ultrasound. 
Cerebral function can be evaluated using electrophysiological monitoring, which 
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has become easily applicable also by neurointensivists, in part due to the develop-
ment of more user-friendly devices. These three components represent the con-
cept of essential noninvasive multimodality neuromonitoring, which we describe 
in this chapter.

36.2  Automated Pupillometry

One of the most important parameters to evaluate when performing a clinical neu-
rological examination of the brain stem reflexes is the pupillary light reflex. The 
pupil constricts when the light signal is carried to the tectal plate in the midbrain, 
then to the Edinger-Westphal nucleus, and then to the eye where it causes the motor 
fibers to contract, visualized clinically by pupil constriction. The pupillary light 
reflex, along with size and size differences between pupils (anisocoria), provides 
information regarding the functional status of both the optic and the oculomotor 
nerves.

Until recently, evaluation of the pupils was performed through simple obser-
vation of the pupil’s reaction to light evoked by flashlights. Similarly, the pupil’s 
diameter and anisocoria were assessed by an approximate estimation. However, 
manual examination of the pupillary light reflex is subject to large inter-exam-
iner discrepancies, as high as 40%, particularly when miosis is present. The 
discrepancy may be further increased in the presence of other confounding fac-
tors such as alcohol, drugs, or hypothermia [1]. Couret et al. observed an error 
rate of 20% and a 50% failure rate in the detection of anisocoria even for pupils 
of an intermediate size (2–4 mm) [2]. Larson et al. demonstrated that there was 
a complete failure in detecting the pupillary light reflex when manual examina-
tion was performed when the reflex amplitude was <0.3 mm [3]. The examiner 
would score the initial diameter of the pupil, followed by light stimulation. 
Reactivity was described as present or absent, or briskly reactive versus slug-
gishly reactive.

Recently, automated infrared pupillometry has been introduced into clinical 
practice, quickly gaining popularity due to its quantitative precision, low cost, 
noninvasiveness, bedside applicability, and easy-to-use technology, contributing 
to a modern precision-oriented approach to medicine. With the event of this new 
technology, it is now possible to add important prognostic and diagnostic infor-
mation to clinical practice when dealing with the patient with brain injury of vari-
ous origins.

A few devices are available on the market and are composed of an infrared light- 
emitting diode, a digital camera that captures the outer border of the iris and senses 
the reflected infrared light, a data processor, and a screen display showing measured 
variables in response to the light stimulation, in both a numerical and a graphical 
format (Fig. 36.1). The measured variables are size, asymmetry, constriction change 
to light stimulation, latency, and constriction and dilation velocity. The average 
reported values are shown in Table 36.1.
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36.2.1  Prognosis Following Cardiac Arrest

Clinicians have been checking the pupils of patients with suspected or known brain 
injury or impaired consciousness for over 100  years. The use of the automated 
pupillary light reflex has been applied in various forms of brain injury for both prog-
nostic and diagnostic reasons. Its use as a prognostic tool has been mostly studied 
in the comatose post-cardiac arrest patient. Rossetti et  al. showed that bilateral 
absence of the standard manual pupillary light reflex at day 3 following cardiac 
arrest was a strong predictor of poor outcome [4]. However, these patients may be 
under opioid sedation and the pupillary light reflex may be subject to confounding 
effects, therefore reducing the prognostic accuracy.

Behrends et  al. [5] were the first to show that quantitative pupillometry had 
strong prognostic predictive value during cardiopulmonary resuscitation (CPR) in 
in-hospital cardiac arrest patients and strong correlations between return to sponta-
neous circulation and quantitative pupillary were also demonstrated by Yokobori 
et al. [6]. Pupillometry has been shown to be equally accurate in predicting poor 
1-year outcome compared to absent reactivity on the EEG and bilaterally absent 
N20 waves on SSEPs [5, 6].

•  size
•  asymmetry,
•  constriction change to light stimulation
   (% pupillary light reflex),
•  latency
•  constriction velocity (CV)
•  dilation velocity

Neurolight-Algiscan®
France

NeurOpticsNPi™®-200
USA

Fig. 36.1 Examples of the automated infrared pupillometry devices available on the market

Table 36.1 Parameters provided by manufacturers of two automated infrared pupillometry 
devices: ∗Neuroptics NPi-200 and ∗∗NeuroLight-Algiscan

Type of stimulation Parameters Normal values
Pupil constriction to 
light

Diameter (mm) <0.5 mm
Asymmetry (mm) <0.5 mm
% Pupillary constriction to light 
(%PLR)

35–40%

Latency (s)
Constriction velocity (mm/s) 1.5 mm/s (<1 mm/s: pathological)
Dilation velocity (mm/s) 2.83
Neurological pupillary index 
(NPi)∗

≥3

Pupil dilation to pain Pupillary dilation reflex (%)∗∗ 33
Pupillary pain index∗∗ Depends on intensity of stimulation 

[16–19]

PLR pupillary light reflex 
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One multicenter study recently compared quantitative automated pupillary light 
reflex and neurological pupillary index (NPi; using the NeurOptics NPi-200, 
NeurOptics, Laguna Hills, CA) to manual pupillary light reflex in comatose cardiac 
arrest patients and found that an NPi ≤2, performed between days 1 and 3 following 
cardiac arrest, was 100% specific for an unfavorable 3-month neurological outcome 
when compared to manual pupillary light reflex [7].

36.2.2  Traumatic Brain Injury

Pupillary light reactivity is a well-described prognostic variable in the setting of 
severe head injury. The literature is full of evidence demonstrating that alterations 
of the pupillary light reflex, pupil size, and/or anisocoria are correlated with out-
come following traumatic brain injury (TBI) [8]. In fact, neurosurgeons triage 
patients to surgical evacuation of mass lesions or conservative therapy according to 
the pupillary status [9]. It has also been shown that patients who undergo prompt 
treatment after a new pupil abnormality, whether it be medical or surgical, have a 
better outcome [3].

In patients with acute traumatic epidural hematoma and Glasgow Coma Scale 
(GCS) score <8, anisocoria was present in 67% of patients and reducing the surgery 
interval to <90 min was associated with a better outcome [10]. TBI patients with a 
GCS = 3 and fixed, dilated pupils had no chance of survival, whereas patients with 
a GCS = 3 with pupils that were not fixed or dilated had an excellent survival rate 
[11]. Intracranial hypertension is associated with decreased NPi, and patients with 
elevated ICP had an improvement in NPi values after treatment with osmotic ther-
apy. Therefore, pupillometry has the potential as a noninvasive tool to assess the 
efficacy of osmotic therapy [12].

Stevens et al. performed a prospective observational study on 40 patients with 
TBI requiring invasive ICP monitoring and showed a weak relationship between 
ICP events and a preceding NPi event. The strength of this trend appeared to dimin-
ish post-decompressive surgery [13]. Jahns et al. assessed 54 patients with severe 
TBI with abnormal lesions on head computed tomography (CT) imaging who 
underwent parenchymal ICP monitoring and repeated NPi assessment through four 
consecutive measurements over intervals of 6  h prior to sustained elevated ICP 
>20 mmHg and found that episodes of elevated ICP correlated with a concomitant 
decrease in NPi. Sustained abnormal NPi was in turn associated with a more com-
plicated ICP course and worse outcome [14].

Vassilieva et al. assessed the feasibility of automated pupillometry for the detec-
tion of command following in patients with altered consciousness. They enrolled 20 
healthy volunteers and 48 patients with a wide range of neurological disorders who 
were asked to engage in mental arithmetic [15]. Fourteen of 20 (70%) healthy vol-
unteers and 17 of 43 (39.5%) neurological patients fulfilled pre-specified criteria for 
command following by showing pupillary dilations during 4 or 5 arithmetic tasks. 
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None of the five sedated and unconscious ICU patients passed this threshold. 
Therefore, automated infrared pupillometry combined with mental arithmetic 
appears to be a promising paradigm for the detection of covert consciousness in 
unresponsive patients with brain injury and may have potential in the future of pro-
viding a tool that can reveal covert consciousness in patients in whom standard 
investigations have failed to detect signs of consciousness (Fig. 36.2).

Pupil size (mm)

Anisocoria

Shape

Constriction Velocity (mm/s)

Percentage of constriction

Change (%)

Pupil reaction to light
(constriction)

Pupil before reaction Pupil reaction to pain
(dilation)

Misosis Normal Mydriasis

Fig. 36.2 Functions of pupillometry
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36.2.3  Pain Assessment in Unconscious Patients

Objective nociceptive assessment and optimal pain management have gained 
increasing attention and adequate nociceptive monitoring remains challenging in 
noncommunicative, critically ill adults. In the intensive care unit (ICU), routine 
nociceptive evaluation in mechanically ventilated patients is usually carried out 
through scales such as the Behavior Pain Scale (BPS). However, this assessment is 
limited by medication use (e.g., neuromuscular blocking agents) and the inherent 
subjective character of nociceptive evaluation by third parties.

Since pupillary reflexes are submitted to controlled regulation by the autonomic 
nervous system, pupillometry allows the assessment of pain in patients subjected 
to painful stimulation. In fact, pupillary constriction is mediated by the parasym-
pathetic system, whereas dilation is mediated by the noradrenergic sympathetic 
fibers that are under the influence of stimuli, including stress and pain. A painful 
stimulus would typically evoke a pupillary dilation reflex. The potential for appli-
cation of pupillometry for pain evaluation becomes even greater when dealing with 
the unconscious patient, during general anesthesia for example, where pain assess-
ment scores have no value. Several studies have suggested the use of pupillometry 
in noncommunicative ICU adults. Paulus et al. demonstrated that pupillary dilation 
reflex evaluation may predict analgesia requirements during endotracheal aspira-
tion [16]. Moreover, this method may be able to reveal different levels of analgesia 
and could have discriminatory properties regarding different types of noxious pro-
cedures [17]. Recently, scientific interest has been directed toward the use of spe-
cific protocols for pupillary dilation reflex assessment because of their low 
stimulation currents. The pupillary pain index protocol suggested in our approach 
has been previously investigated in anesthetized adults, revealing a significant cor-
relation between pupillary dilation reflex and opioid administration [18]. 
Furthermore, Sabourdin et  al. demonstrated that pupillary dilation reflex can be 
used to guide individual intraoperative remifentanil administration and therefore 
reduce intraoperative opioid consumption and postoperative rescue analgesia 
requirements [19].

36.3  Brain Ultrasound

Bedside ultrasonography is becoming increasingly widespread in modern medicine, 
especially in the intensive care setting where this kind of resource is easily acces-
sible and always available to physicians. Brain ultrasonography is a safe, noninva-
sive way to assess brain anatomy, pathology, and intracranial blood flow. Transcranial 
Doppler was first introduced in 1982 by Aaslid et al. to record flow velocity in basal 
cerebral arteries [20]. Advances in technology introduced transcranial color-coded 
duplex ultrasonography which allows us to assess anatomical features of the brain, 
rather than just identify brain vessels blindly.
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Brain ultrasonography can be applied in different settings, even outside of neu-
rosurgical ICUs: stroke units, enabling physicians to assess the effectiveness of a 
fibrinolytic therapy, and operating rooms for monitoring CBF during carotid vascu-
lar surgery are just some examples of its potential.

Despite being less reliable compared to CT scans and magnetic resonance imag-
ing (MRI), transcranial color-coded duplex ultrasonography is a useful tool to mon-
itor intracranial lesions, such as hematomas, which might cause a midline shift. It 
might even enable the clinician to assess the ventricles and parenchyma in selected 
patients with a good acoustic window [21].

36.3.1  Different Approaches

There are four main acoustic windows accessible for brain ultrasonography, usually 
performed with a 2–2.5 MHz probe (Fig. 36.3):

 1. Transtemporal approach: between the tragus and the lateral orbit wall, with the 
probe marker facing toward the eye. The first landmark is the contralateral skull, 
which is normally around 15  cm deep. The midbrain (Fig.  36.4 left panel) 
appears as a hypoechoic shaped heart in the middle of the scan. Once found, the 
power Doppler can be selected to explore the circle of Willis. This approach is 
generally used to identify midline shifts (when scanning the third ventricle, 
which appears as a hypoechoic band between two hyperechoic lines, as shown in 
Fig. 36.5) and assess blood flow (Fig. 36.6).

Fig. 36.3 Main 
approaches to transcranial 
ultrasonography
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Fig. 36.4 Left panel: Midbrain as the main landmark to explore the circle of Willis; once that is 
found, the power Doppler can be started to scan for intracranial arteries. Right panel: Lateral ven-
tricles in a severe TBI patient with pronounced midline shift and trans-tentorial herniation

Fig. 36.5 Midline shift in 
a patient with severe 
traumatic brain injury. The 
third ventricle appears as a 
hypoechoic band between 
two hyperechoic lines

Fig. 36.6 The circle of Willis, as scanned from a transtemporal approach in a patient who under-
went a decompressive craniectomy. The different shapes of the arterial flows are shown in the 
picture
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 2. Transorbital approach: Through transorbital ultrasonography it is possible to 
assess the optic nerve sheath diameter (Fig. 36.7), as well as blood flow in the 
ophthalmic artery.

 3. Occipital approach: The landmark for this approach is 1 cm below the external 
occipital protuberance, aiming forward and superiorly (toward the eyes), starting 
with a large scale (11–13 cm); the anatomic landmarks which can be seen with 
ultrasound are the clivus (hyperechoic structure) and the foramen magnum 
(hypoechoic). Using the power Doppler function, it is possible to scan for both 
vertebral arteries ending the basilar artery (Fig. 36.8).

 4. Submandibular approach: The submandibular window allows assessment of the 
extracranial and intracranial or extradural segment of the internal carotid artery. 
The probe should be placed at the angle of the mandible, directed slightly medi-
ally and posteriorly. The internal carotid artery can usually be identified at a 
depth of 40–60 mm.

36.3.2  The Optic Nerve Sheath Diameter

The optic nerve sheath diameter is a good surrogate measurement for ICP [22]; 
cutoffs >0.5 cm correlate well with an ICP >20 mmHg. This noninvasive, quick, 
repeatable way to assess ICP carries a sensitivity of 0.90 and therefore a good 

Fig. 36.7 The optic nerve 
sheath diameter can be 
measured using a 
transorbital approach

Fig. 36.8 An occipital 
approach to assess 
vertebral and basilar blood 
flow. Landmarks are the 
hyperechoic clivus and 
hypoechoic foramen 
magnum
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level of diagnostic accuracy to quickly detect increased ICP [23]. Using a linear 
probe placed transversally over the closed eyelid of the patient, the clinician can 
scan the optic nerve behind the eye, as a hypoechoic structure extending posteri-
orly from the retina. Measurements of its diameter should be taken 3 mm from 
the globe perpendicularly (as shown in Fig. 36.7), using an electronic caliper. 
The rationale behind this technique is related to the anatomy of the optic nerve, 
which originates directly from the central nervous system (CNS) and is sur-
rounded by the meningeal sheaths and cerebrospinal fluid (CSF): increases in 
ICP shift CSF into this space, which increases in diameter. This easy and repeat-
able technique carries one important pitfall, which is the artifact created by the 
retinal artery. This vessel runs close to the nerve and might appear as a hypoechoic 
bump that is particularly difficult to distinguish from the optic nerve. When any 
suspicion arises, color Doppler mode should be used to evaluate the presence of 
blood flow.

36.3.3  Noninvasive ICP Measurement

ICP can be estimated using brain ultrasonography, through a transtemporal 
approach, assessing blood flow in the middle cerebral artery. The formula used was 
first introduced by Czosnyka et  al. in 1998 [24], originally to estimate CPP 
noninvasively:

 CPP MAP FVd FVm 14= ´ +/  

where MAP is the mean arterial pressure, FVd the diastolic flow velocity, and FVm 
the mean flow velocity. However, given that MAP-ICP=CPP, the formula can be 
written as

 
ICP MAP MAP FVd FVm 14= - ´ +[ ]/ .  

Evidence shows that this method can accurately exclude intracranial hyperten-
sion in patients with acute brain injury. The best ICP threshold estimated was 
24.8 mmHg, which carried a sensitivity of 100% and a specificity of 91.2% [25]. 
Another useful tool to consider while estimating ICP using this technique is the 
pulsatility index. This is calculated as the difference between systolic and dia-
stolic flow velocities, divided by the mean velocity. Many studies have supported 
the interpretation of the pulsatility index as a tool to reflect distal cerebrovascular 
resistances, attributing a higher pulsatility index to higher cerebrovascular resis-
tances [26]. However, the pulsatility index is not dependent solely on cerebrovas-
cular resistances, but its value is the result of an interplay between cerebrovascular 
resistances, CPP, and compliance of the arterial bed. Some authors consider this 
parameter as less reliable for estimation of ICP [27], and it should therefore be 
used together with other noninvasive methods for estimation of ICP (transcranial 
color- coded duplex ultrasonography—optic nerve sheath diameter, as already 
described).
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36.3.4  Aneurysmal Subarachnoid Hemorrhage and Vasospasm

Vasospasm after aneurysmal subarachnoid hemorrhage (SAH) is the main cause of 
delayed cerebral ischemia and is associated with severe mortality and morbidity. 
Guidelines agree on the importance of monitoring blood flow velocities noninva-
sively [28]. Transcranial Doppler and transcranial color-coded duplex ultrasonogra-
phy play a pivotal role in the detection of this complication after aneurysmal 
SAH. Monitoring mean flow velocities is not enough, as an increase in flow velocity 
does not necessarily imply arterial narrowing. To differentiate this from cerebral 
hyperemia, Lindegaard et al. [29] introduced a ratio between either the middle cere-
bral artery or the anterior cerebral artery and the internal carotid artery, using a 
threshold of 3 as a diagnostic criterion. A Lindegaard ratio of 3 or above was diag-
nostic for vasospasm, a Lindegaard ratio of less than 3 indicated hyperemia, and a 
Lindegaard ratio of 6 was highly predictive of severe vasospasm. A blunt increase 
in flow velocities of 50 cm/s or more within 24 h is also predictive of vasospasm. In 
2002, a modified Lindegaard ratio was published for the assessment of basilar vaso-
spasm as a ratio between basilar artery and extracranial vertebral artery, using a 
cutoff of 2 to differentiate between vasospasm and hyperemia [30].

36.3.5  Midline Shift

Midline shift can be effectively determined using the transtemporal window, axial 
plane on ultrasound. The main landmarks are the contralateral skull bone and the 
mesencephalon, and once those are found and centered in the image, the probe can 
be tilted cranially 10° until the third ventricle appears in the middle of the scan 
(diencephalic plane), as two parallel hyperechoic lines in the middle of the field, 
according to the technique described by Seidel et al. in 1996 [19]. Having identified 
the third ventricle, the clinician should use an electronic caliper to measure the dis-
tance between the ventricle and the inner part of the skull bone, bilaterally. The 
difference between the two measurements divided by two is the estimation of the 
midline shift. This relates well with the midline shift measured on CT scan (com-
pared with the Bland-Altman method), regardless of the cause of the shift (space- 
occupying lesion, hematoma) [31] (Fig. 36.5).

36.3.6  Cerebral Circulatory Arrest

Digital subtraction angiography is considered the gold standard for the confirmation 
of cerebral circulatory arrest and brain death. However, it requires transport of a 
hemodynamically unstable patient to the radiology suite to perform an invasive pro-
cedure. CBF can be assessed using transcranial Doppler. Increased ICP blunts dia-
stolic flow velocities and, when ICP equals the diastolic arterial blood pressure, flow 
velocity becomes zero. When ICP increases even further, there is a backflow of 
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blood during the diastolic phase. This phenomenon is called reverberating flow, 
after diastolic peak blood flows in the opposite direction, and can be assessed with 
transcranial Doppler. Brunser et al. reported that power mode transcranial Doppler 
had high sensitivity and specificity for diagnosis of brain death, respectively 100% 
and 98% (flow velocity was assessed in the middle cerebral artery using a transtem-
poral approach) [32] (Fig. 36.9).

36.4  Processed Electroencephalography

Precision medicine represents “a new era of medicine through research, technology, 
and policies that empower patients, researchers, and providers to work together 
toward development of individualized care.” With these words, Barack Obama, for-
mer president of the United States, launched the Precision Medicine Initiative on 
January 20, 2015. Funds were dedicated to creating treatments tailored to individual 
patients’ biologic (genetic and molecular) profiles. Interestingly, current attempts 
toward standardization of care—protocols, checklists, algorithms, evidence-based 
medicine, guidelines, consensus papers, and enhanced recovery after surgery pro-
grams—challenge precision medicine. While protocols provide guidelines derived 
from strong evidence that decreases standard variability of care, eventual personal-
ization discovered through clinical algorithms may provide better outcomes [33].

Drug response to sedatives and hypnotics is just one example of interindividual 
variability related to pharmacogenomics. In this light, identification of the correct 
dose of sedatives for optimal sedation in the ICU, through proper monitoring and 
within specific institutional protocols, matches well with the concept of precision 
and personalized medicine.

Intensivists continuously monitor their patients’ organs and systems during the 
ICU stay: of the cardiovascular system using invasive and noninvasive methods; the 
respiratory system using blood gas and ventilator curve analysis; and renal function 

Fig. 36.9 Reverberating 
flow in a patient with 
severe brain injury who 
developed an isoelectric 
encephalogram trace 
minutes after this recording 
and was confirmed brain 
dead a few hours later
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using urine output, creatinine, and biomarker levels. The brain is the main target of 
the sedatives frequently administered to critically ill patients, but no monitor is usu-
ally applied to monitor their effect on brain electrical activity, at least outside the 
neuro-ICU. The main reason for this reality is that electroencephalography (EEG) 
[34] is a complex investigation system that few intensivists can interpret. 
Technological evolution has developed a variety of (simplified) EEG-derived indi-
ces that can be used to make this information more available. Use of processed EEG 
indices has been shown to improve intraoperative anesthetic titration during anes-
thesia but also sedation in the ICU: bispectral index [BIS, Medtronic, Boulder, CO), 
E-Entropy (GE Healthcare, Helsinki, Finland), Narcotrend (Narcotrend Gruppe, 
Hannover, Germany), Masimo SEDLine (SEDline, Masimo Corp, Irvine, CA), and 
NeuroSENSE (NeuroWave Systems, Inc., Cleveland Heights, OH) are a few exam-
ples of the tools now available on the market (Fig. 36.10). There is as yet no evi-
dence for superiority of one device over the others and differences in trace 
visualization, shape and characteristics of the sensor, institutional habits, and bud-
gets are the main reasons for operator choice [35].

A detailed description of the EEG signal recording and processing is beyond the 
aim of this chapter, and the reader is referred to dedicated articles [36]. Briefly, 
subcortical regions (e.g., the thalamus) produce small potentials that cannot be iden-
tified from electrodes placed on the scalp because an electric field decreases in 

Fig. 36.10 Devices commercially available for processed EEG monitoring
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strength by the square of the distance from its source (Fig. 36.11). However, because 
of the close and continuous interconnection between superficial and deep brain 
structures, surface EEG reflects the states of both cortical and subcortical areas. 
Dedicated monitors that automatically elaborate the frontal EEG trace are needed 
because a full-montage EEG during sedation requires cumbersome equipment and 
specialized training, not available to all intensivists. Moreover, a frontal processed 
EEG trace is considered reliable for the purposes of anesthesia/sedation monitoring 
even if some clinical conditions (see later) eventually require some knowledge of 
basic EEG principles. Processed EEG monitors deliver three main pieces of infor-
mation: (1) the raw trace, (2) the numerical index of anesthesia/sedation depth, and 
(3) the 2D spectrogram (Fig. 36.12). The reader is referred to dedicated articles for 
details about the specific parameters [37].

Processed EEG was originally intended for the management of the anesthetic 
state during surgery to avoid accidental awareness and to titrate sedation in critically 
ill patients where clinical scales represent the gold standard. The inclusion of pro-
cessed EEG into many multiparametric ICU monitors reflects the perceived need 
for ICU caregivers to use a comprehensive approach in the management of sedated 
patients. Deep sedation is clearly associated with poor short- and long-term out-
comes in critically ill patients: prolonged mechanical ventilation and cognitive and 
psychological complications all increase hospital and ICU length of stay and mor-
tality [38]. Although light sedation, with patients being able to communicate and 
cooperate at any time, represents a modern target of sedation and a standard of care 
in ICUs, moderate-to-deep sedation (e.g., a Richmond Agitation–Sedation Scale 
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Thalamus-Cortical connections
Extracelluar cortical current
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rte
x
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Fig. 36.11 Subcortical-cortical interactions
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[RASS] ≤3) may be needed in a non-negligible number of patients, including those 
with alcohol weaning syndromes complicated by uncontrolled agitation; complex 
ventilator–patient desynchrony; refractory status epilepticus; intracranial hyperten-
sion; patients receiving neuromuscular blocking agents; postsurgical patients 
requiring hemodynamic, temperature, or bleeding stabilization; post-cardiac arrest 
therapy (post-resuscitation care); or TBI.  In these categories of patients, clinical 
scales (e.g., RASS, Riker Sedation-Agitation Scale [SAS]), unless they represent 
standardized assessment of sedation levels, cannot be applied. Moreover, they are 
commonly evaluated every 4–6 h, and may not detect periods of inadequate sedation 
occurring between assessments, whereas processed EEG is a continuous method of 
analysis. In addition, clinical scale assessment is performed by disturbing sedated or 
sleeping patients (processed EEG does not require modification of the sedation 
state) and can never identify phases of burst suppression or isoelectric traces (total 
suppression) [39], which are associated with negative outcomes (e.g., delirium 
occurrence, prolonged mechanical ventilation, mortality). In this context, in a post 
hoc analysis of a prospective observational study performed in 125 ICU patients 
under mechanical ventilation, burst suppression occurred in 39% of the cases and 
was an independent predictor of increased risk of death at 6 months [40]. Processed 
EEG values can vary greatly in patients sedated in the ICU because, unlike those 
undergoing painful surgery, patients in the ICU may not experience strong stimula-
tion and therefore require relatively low levels of sedation, appearing calm with BIS 
values of around 60–80. Clinical procedures, spontaneous patient arousal, physio-
logical sleep cycles, noise, and nursing activities may cause sedation levels to fluc-
tuate. What is important to consider is that muscle activity (mainly) and electric 

A B1

B2

BIS

Raw traces
(4 channels)

PSI

Power (dB)

ASYM

SEF (L) Hz

SEF (R) Hz

Fig. 36.12 Data delivered by processed EEG devices. A: SEDLine, Masimo Corp, Irvine, CA; B1 
and B2: BIS, Medtronic, Boulder, CO. ASYM asymmetry, SEF spectral edge frequency, L left, R 
right
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devices (less frequently) may interfere with the ability of the system to process the 
raw trace, leading to falsely increased sedation indexes [41]. In order to limit this 
sort of artifact the companies are improving their devices keeping them more “resis-
tant” to EMG interference.

36.4.1  Recommendations from International Guidelines

In a change from the previous version published in 2013, the recent international 
guidelines on sedation practice in the ICU [42] (Clinical Practice Guidelines for the 
Prevention and Management of Pain, Agitation/Sedation, Delirium, Immobility, and 
Sleep Disruption in Adult Patients in the ICU) report that processed EEG monitor-
ing systems, although best suited for sedative titration during deep sedation or for 
patients who receive neuromuscular blockade, may also have potential benefits in 
lighter sedation states and that processed EEG monitoring, compared with the stan-
dard clinical scales, may improve sedative titration [43]. Using processed EEG sys-
tems as an objective guide for sedative dosing in critically ill patients can decrease 
the medical complications of oversedation, such as depressed cardiac contractility 
and hypotension. There are few studies on processed EEG monitoring in the 
ICU. The first was a prospective trial that randomized patient sedation to be assessed 
using the Ramsay Scale or BIS monitoring during propofol sedation that was 
stopped every 2 h [44]. A nurse-guided Ramsey score of 4 was the target in controls, 
and a BIS value of 70–80 was the target for the study group. A reduction in propofol 
of 50% was obtained in the BIS group versus controls. The second study [45] was a 
prospective randomized trial in which patients sedated with morphine and mid-
azolam were randomized to sedation titration based on a BIS >0 versus clinical 
assessment. No difference was found in the total amount of administered sedative 
drugs, length of mechanical ventilation, or ICU length of stay. In a recent study on 
110 trauma patients, use of BIS resulted in a decrease in sedation and analgesia use, 
decrease in agitation, less failure to extubate, and fewer tracheostomies, with an 
approximate 4-day decreased length of stay [46].

Beyond its use for sedative titration purposes, processed EEG may have some 
additional applications in ICU patients, including identification of subclinical/
unrecognized seizures or seizures occurring when neuromuscular blocking agents 
are administered. Nevertheless, depending on the frequencies of the ictal wave-
forms, processed EEG may have variable values that only skilled intensivists are 
able to read on the raw EEG trace to successfully understand this clinical condition. 
Processed EEG monitors can also be used to guide therapy aimed at minimizing 
cerebral metabolism rate to reach predefined levels of burst suppression [47]. A 
significant proportion of critically ill patients with altered mental status have non-
convulsive subclinical seizures and nonconvulsive status epilepticus [48]. 
Continuous EEG assessment for nonconvulsive subclinical seizures and nonconvul-
sive status epilepticus in patients with altered mental status can be indicated in 
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patients with a history of epilepsy, fluctuating level of consciousness, acute brain 
injury, recent convulsive status epilepticus, stereotyped activity such as paroxysmal 
movements, nystagmus, twitching, jerking, hippus, and autonomic variability [49]. 
Nonconvulsive subclinical seizures, seizures with little or no overt clinical manifes-
tations, can be detected with EEG monitoring.

36.5  Conclusion

Noninvasive neuro-multimodality monitoring is now possible. We present an essen-
tial bundle of noninvasive neuromonitoring composed of pupillometry, brain ultra-
sound, and processed EEG. Although some of these noninvasive tools are not yet 
reliable enough to completely substitute invasive monitoring, they do represent an 
important adjunct for the clinician in both neuroanesthesia and neurocritical care 
environments.

We have only described the basic features and the potential that transcranial 
color-coded duplex Doppler and brain ultrasonography have to offer to the clini-
cian. Bedside ultrasounds are becoming increasingly popular with clinicians 
because they are quick, reliable, and repeatable. While not yet being a substitute for 
invasive ICP monitoring, ultrasound can give the clinician useful information when 
indications for such invasive devices are blurred or contraindicated (liver failure, 
anticoagulation). Moreover, it has become a mainstay for the early detection of 
vasospasm in patients with aneurysmal SAH. In the emergency department, expand-
ing focused assessment with sonography in trauma (FAST) assessment to brain 
ultrasound may enable the physician to become aware of increased ICP even before 
the patient is transported for a CT scan, and prompt early neuroprotective medical 
intervention.

EEG is a fundamental tool for monitoring human brain electrical activity during 
changing states of consciousness like sleep, sedation, or general anesthesia. 
Processed EEG may contribute to help anesthesiologists and intensivists optimize 
drug doses in individuals with different pharmacogenomics and clearance of seda-
tives. Processed EEG devices are not simple plug-and-play units providing a well- 
interpretable dimensionless number. They require a global knowledge of technology 
and of EEG tracings to avoid misinterpretation, especially when muscle activity 
interferes with the processing algorithm. The use of processed EEG in the ICU 
could be much more complex than during anesthesia in the operating rooms. 
Nevertheless, processed EEG monitors offer advantages in the management of 
patients under moderate and deep sedation and in patients receiving neuromuscular 
blocking agents to avoid both awareness and burst suppression. Some pathological 
states, such as seizures or altered EEG states (iatrogenic burst suppression or are-
flexic coma), may be revealed by processed EEG and trigger a complete EEG 
examination.
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37Brain Death After Cardiac Arrest: 
Pathophysiology, Prevalence, 
and Potential for Organ Donation
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37.1  Introduction

Sudden cardiac arrest is a major cause of death in developed countries [1]. Each 
year, over 350,000 people in the United States [2] and over 270,000 in Europe [3] 
have an out-of-hospital cardiac arrest (OHCA) attended by the emergency medical 
system. Unfortunately, most of these patients will die despite provision of cardio-
pulmonary resuscitation (CPR). Data reported in the North American CARES 
Registry in 2018 [4] show that among 23,069 patients resuscitated from nontrau-
matic OHCA who achieved a sustained return of spontaneous circulation and were 
admitted to hospital, only 8489 (36.8%) survived to hospital discharge. The major-
ity of in-hospital deaths in patients who are comatose after resuscitation from car-
diac arrest are due to hypoxic-ischemic brain injury [5, 6]. Most of these deaths 
result from active withdrawal of life-sustaining treatment in patients where the 
severity of hypoxic-ischemic brain injury indicates that survival with a poor neuro-
logical outcome is very likely [7, 8]. However, in the remaining cases these deaths 
occur as a direct consequence of hypoxic-ischemic brain injury, which causes an 
irreversible loss of all brain functions, i.e., brain death [9]. In these patients, a timely 
diagnosis of brain death opens an important opportunity to save other patients’ lives 
through organ donation [10].
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37.2  Pathophysiology of Brain Death After Cardiac Arrest

Cardiac arrest results in ischemia-reperfusion injury to vital organs, namely the 
heart and the brain. However, the brain is more sensitive than the heart to tissue 
ischemia as it has no myoglobin oxygen stores [11]. As a result, severe brain injury 
from cardiac arrest may be observed even when spontaneous circulation is restarted 
achieving a relative hemodynamic stability.

The diagnosis of brain death presumes an irreversible loss of both cortical and 
brainstem functions [12]. Although hypoxic-ischemic brain injury is known to 
affect mainly supratentorial structures such as the cortex, hippocampus, and basal 
ganglia, while relatively sparing the brainstem [13, 14], the occurrence of brain 
death after cardiac arrest demonstrates that hypoxic-ischemic brain injury can be 
sufficiently diffuse and severe to cause extensive neuronal death to the entire 
encephalon. Neuronal death after global cerebral ischemia and reperfusion results 
from both a primary and a secondary injury (Fig. 37.1), the first being due to direct 
neuronal ischemia during cardiac arrest, and the second being activated by subse-
quent reperfusion [15].

37.2.1  Cerebral Edema

One possible mechanism for brain death after cardiac arrest is the occurrence of 
cerebral edema leading to intracranial hypertension compromising cerebral perfu-
sion. Increased intracranial pressure (ICP) can occur in comatose patients with 
hypoxic-ischemic brain injury [16] and it is associated with unfavorable outcome 
[17]. Massive cerebral edema after cardiac arrest leading to brain death has been 
described [18].

Cerebral edema from hypoxic-ischemic brain injury may be both cytotoxic and 
vasogenic. During cardiac arrest, lack of oxygen delivery to neurons causes cessa-
tion of adenosine triphosphate (ATP) production and a consequent stop of the 
membrane- bound Na-K-ATPase pump. This leads to intracellular accumulation of 
sodium ions (Na+) resulting in cytotoxic edema [15, 19]. After reperfusion, vaso-
genic edema results from increased vascular permeability, leading to fluid shift from 
the intravascular to the extracellular space. Aquaporin-4, a bidirectional water- 
channel protein located at the astrocyte perivascular endfeet (Fig. 37.1), may play a 
role in this process [20].

On brain computed tomography (CT), brain edema after cardiac arrest appears as 
sulcal effacement and a reduction in the density ratio between the gray matter and 
the white matter (GM/WM ratio). In prognostication studies conducted on coma-
tose resuscitated patients, a GM/WM ratio <1.2 within 24 h from return of sponta-
neous circulation was consistently associated with death or poor neurological 
outcome [21]. In a single-center study on 160 comatose resuscitated patients, a GM/
WM ratio <1.07 predicted the occurrence of brain death with 95% specificity [22]. 
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In patients with hypoxic-ischemic brain injury, cytotoxic edema results in restricted 
intracellular water motion, which is detected on magnetic resonance imaging (MRI) 
as hyperintensity on diffusion-weighted imaging of various areas of the brain, 
including the brainstem [23]. Reduced diffusion measured with apparent diffusion 
coefficient on brain MRI is associated with severe neurological injury and death 
after cardiac arrest [21, 23].
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Fig. 37.1 Pathophysiology of hypoxic-ischemic brain injury. Ischemia-reperfusion injury causes 
direct neuronal damage by reducing the availability of adenosine triphosphate (ATP). Energy- 
dependent ion channel failure leads to intracellular increase in calcium, and to sodium and water 
retention. In addition, microvascular changes lead to vasogenic edema and microthrombosis, 
aggravating neuronal injury via reduced perfusion. AQP 4 aquaporin-4, RBC red blood cell, WBC 
white blood cell (From [15], distributed under the terms of the Creative Commons Attribution 4.0 
International License (http://creativecommons.org/licenses/by/4.0/))
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37.2.2  Neuronal Apoptosis and Cerebral Hypoperfusion

Brain death after cardiac arrest can occur even in the absence of intracranial hyper-
tension [24]. As a result of neuronal ischemia, Ca++ influx from cellular membranes 
and intracellular Ca++ release lead to mitochondrial dysfunction and release of excit-
atory neurotransmitters triggering neuronal apoptosis. Further neuronal injury after 
reperfusion occurs as a result of increased free radical production [15].

Experimental evidence showed that following return of spontaneous circulation, 
cerebral blood flow is characterized by an initial phase of hyperemia followed by 
marked hypoperfusion (“no reflow”) [25]. In addition to increased intravascular 
resistance from extravascular edema, suggested mechanisms for this include 
decreased nitric oxide (NO) production resulting in vasoconstriction and thrombo-
sis of cerebral microvasculature [15]. This phenomenon may be exacerbated by 
impaired autoregulation. Cerebral blood flow autoregulation is lost in about one- 
third of comatose resuscitated patients [26], while in others the zone of autoregula-
tion is right-shifted [27] so that a normal blood pressure can be insufficient to 
maintain cerebral perfusion.

37.2.3  Neurological Causes of Arrest

When cardiac arrest is due to a neurological cause, the same process that led to 
cardiac arrest may also cause brain death. In a retrospective review of intensive care 
unit (ICU) databases from three regional referral centers in France, Arnaout et al. 
[28] described 86 patients resuscitated from nontraumatic OHCA due to a neuro-
logical cause, mainly subarachnoid hemorrhage (n = 74/86; 85%). All these patients 
died within 3 days after arrest, most of them (56%) from brain death.

37.3  Prevalence

The prevalence of brain death after cardiac arrest has been investigated only recently. 
In 2016, a systematic review from our group [9] searched for studies reporting the 
rate of brain death in adult patients resuscitated from either OHCA or in-hospital 
cardiac arrest. The review identified 26 studies published between 2002 and 2016, 
enrolling a total of 23,388 patients. Of these, 22,744 were resuscitated using con-
ventional CPR (16 studies), while the remaining 644 patients were resuscitated 
using extracorporeal CPR (ECPR; 10 studies). A total of 17,779 (76.0%) patients 
died before hospital discharge, of whom 1830 developed brain death at a mean 
duration of 3 days after return of spontaneous circulation. The overall prevalence of 
brain death was 12.6 [10.2–15.2]% among patients who died and 8.9 [7.0–11.0]% 
among the total population of resuscitated patients.

In that systematic review, patients resuscitated with ECPR were three times more 
likely to develop brain death than those resuscitated with conventional CPR (27.9 
[19.7–36.6]% vs. 8.3 [6.5–10.4]%; p < 0.0001). The most likely reason for a higher 
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severity of hypoxic-ischemic brain injury in ECPR patients is that they had signifi-
cantly longer arrest times than those resuscitated with conventional CPR (mean 
94.7 ± 2.9 vs. 24.0 ± 1.7 min; p = 0.0001), because ECPR is generally used when 
conventional CPR fails to restore spontaneous circulation and it requires longer to 
initiate. Another possible explanation is that in some patients resuscitated using 
ECPR, brain death could have been due to cerebral hemorrhage induced by antico-
agulation needed to maintain the extracorporeal circulation. This is supported by the 
fact that brain death is relatively common even in patients not in cardiac arrest 
undergoing veno-venous extracorporeal membrane oxygenation (VV-ECMO) for 
respiratory failure. In a report including 4988 adult patients supported with 
VV-ECMO included in the Extracorporeal Life Support Organization (ELSO) 
Registry [29], 356 (7%) had a neurological complication, the most common of 
which (181/356; 43%) was intracranial hemorrhage. Of these patients, 100 (28%) 
had brain death.

Limited evidence suggests that the prevalence of brain death after cardiac arrest 
in children is particularly high. In a retrospective study [30] performed at the 
Children’s Hospital of Philadelphia, Du Pont-Thibodeau et al. investigated the tim-
ing and mode of death in patients admitted to the pediatric ICUs from 2005 to 2013 
after resuscitation from OHCA. Among 86 children who died before hospital dis-
charge, brain death was the commonest cause (40/86; 47%), followed by withdrawal 
of life-sustaining treatment due to unfavorable neurological prognosis. Brain death 
occurred at a median of 4 [2–5] days from cardiac arrest. All brain-dead patients had 
severe signs of hypoxic-ischemic brain injury on brain CT.

37.4  Potential for Organ Donation

The success of programs for organ donation after circulatory death in patients with 
OHCA [31] demonstrates that extracerebral organs can still be viable despite pro-
longed whole-body ischemia-reperfusion injury in patients that cannot be resusci-
tated. Therefore, we can expect that the same should be true for patients who evolve 
towards brain death after successful restoration of spontaneous circulation. In their 
seminal study published in 2008 [32], Adrie et al. included 246 adult patients resus-
citated from OHCA, 40 (16%) of whom evolved towards brain death at a median of 
2.5 (2–4) days after cardiac arrest. Of these 40 patients, 19 donated 52 solid organs 
(29 kidneys, 14 livers, 7 hearts, and 2 lungs). Both 1-year and 5-year survival of 
kidneys and livers donated from these patients did not differ from those of organs 
donated from a reference population of patients with brain death not due to cardiac 
arrest extracted from the French Organ Transplant Agency. Similar results were 
demonstrated in a systematic review on 858 organs transplanted from 741 donors, 
91 of whom had brain death after cardiac arrest [33].

In the systematic review from our group mentioned above [9], organ donation 
was reported in 9/26 studies, of which 4 were conducted on conventional CPR 
patients (total 1224 donors) and 5 on ECPR patients (total 40 donors). The esti-
mated pooled rate of donors among brain-dead patients was 41.8 [20.2–51.0]%.
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Little information is available about donation after post-cardiac arrest brain 
death in children. In the retrospective study from Du Pont-Thibodeau et al. [30], 20 
(50%) brain-dead patients donated organs. No information was available on sur-
vival rates of these organs after transplant.

The potential of organ donation from patients brain dead after resuscitation from 
cardiac arrest is remarkable. According to recent statistics [2], each year about 
174,000 adults are resuscitated from nontraumatic OHCA by the emergency medi-
cal services in the United States. Of these, 49,000 (29%) are successfully resusci-
tated and admitted to an ICU. Based on the 5.4 [3.9–7.1]% overall prevalence of 
brain death among conventional CPR patients in our review, an estimated 2648 
patients [95% CI 1962–3433] will evolve to brain death, 40% of whom could donate 
organs.

Despite the absence of detailed statistics, there are data suggesting that the num-
ber of cardiac arrest patients as organ donors has been increasing in the last years. 
In a retrospective review of the UK Intensive Care National Audit & Research 
Centre database on 63,417 patients admitted to ICU after resuscitation from cardiac 
arrest [34], the proportion of those who became organ donors increased by more 
than 300%, from 34/1582 (3.1%) in 2004 to 278/4147 (10.1%) in 2014. In a 
Canadian study [35] comparing the characteristics of 1040 brain-dead donors 
included in a transplant database between two consecutive study periods (2000–
2005 vs. 2006–2012), hypoxic-ischemic brain injury as a cause of death increased 
from 8.1% to 17.3%, while traumatic injury decreased from 27% to 19.7%.

37.5  Detecting Brain Death After Cardiac Arrest

The occurrence of brain death in comatose resuscitated patients should be identified 
early and systematically, in order to avoid missing potential donors on the one side, 
and continuing ineffective intensive treatment in patients with no chance of recov-
ery on the other side. This last aspect is particularly important in those countries or 
communities [36, 37] where brain death is the only universally accepted reason for 
suspending all life-support measures, and withdrawal of life-sustaining treatment in 
alive patients based on the presence of severe hypoxic-ischemic brain injury is not 
common practice.

Neuronal death after hypoxic-ischemic brain injury is typically delayed [38] 
and it is not complete until 3–4  days after return of spontaneous circulation. 
According to current guidelines [8], clinical prognostic assessment should be per-
formed at 72 h after return of spontaneous circulation or later. However, several 
studies [39–42] have shown that in up to 40% of resuscitated comatose patients, 
withdrawal of life-sustaining treatment occurs earlier. This carries the risk of 
missing patients with potential chances of recovery [39, 43], and those who might 
evolve towards brain death and potentially become donors. Both in adult and in 
pediatric studies, brain death is detected on average 3–4  days after return of 
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spontaneous circulation but in some studies this occurred up to 6 days or more [9, 
16, 30, 32] after return of spontaneous circulation.

Figure 37.2 shows a suggested algorithm for brain death screening in patients 
with severe hypoxic-ischemic brain injury after cardiac arrest. An early brain death 
occurrence can be expected when the cause of arrest is neurological [28]. During 
targeted temperature management (TTM), even when sedation and/or paralysis pre-
cludes a full clinical examination, clinical signs such as loss of pupillary reactivity, 
hemodynamic instability, or diabetes insipidus suggest impending brain death. The 
diagnosis of brain death is confirmed once all potential confounders, like sedative 
agents or artificially induced hypothermia, have been excluded.

Unresponsive patient after ROSC

Neurological cause of arrest suspected? Brain CT Catastrophic brain injury?

Further clinical observation/Confirmatory tests
according to local legislation/protocols

Brain death confirmed

Signs of brain death
1. Fixed, dilated pupils
2. Diabetes insipidus
3. Cardiovascular changes
    suggesting herniation

Unresponsive patient after rewarming

All brainstem reflexes absent?
(pupillary, corneal, oculocephalic, cough)

Exclude confounders, particularly residual sedation

Neuroprognostication
protocol

TTM

Consider DCD

Brain death likely

No

Yes

Yes

Yes

No

If WLST

If circulatory death at any time

Evaluate for organ donation

Fig. 37.2 Suggested algorithm for brain death screening after cardiac arrest. In a resuscitated coma-
tose patient, brain death is suspected shortly after return of spontaneous circulation (ROSC) if a cata-
strophic brain injury is demonstrated on computed tomography (CT) or if the patient shows signs like 
fixed, dilated pupils, diabetes insipidus, or cardiovascular changes suggesting herniation. After 
rewarming from targeted temperature management (TTM), and after having excluded confounders, 
brain death is suspected if brainstem reflexes are all absent. The diagnosis of brain death is confirmed 
by clinical observation and/or by confirmatory tests according to local legislation or protocols. Organ 
donation should be considered after brain death ascertainment. When circulatory death occurs, either 
spontaneously or after withdrawal of life-sustaining treatment (WLST), donation after circulatory 
death (DCD) can be considered (From [9], distributed under the terms of the Creative Commons 
Attribution l 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/))
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37.6  Future Developments

Identifying the risk factors for brain death in patients resuscitated from cardiac 
arrest is important, both to prevent progression towards brain death and to be ready 
to detect brain death when it occurs. Although these factors have not been system-
atically reviewed yet, evidence from the literature suggests that progression towards 
brain death is more likely in pediatric patients [30], in those resuscitated with ECPR 
[9], and when arrest is due to a neurological cause [28]. In a recent retrospective 
study [44] enrolling 42/214 adults who developed brain death in a French ICU after 
resuscitation from OHCA, the most important independent risk factor for brain 
death was a neurological cause of arrest (odds ratio [OR] 14.72, 95% CI 3.03–
71.37), followed by hemodynamic instability (OR 6.20 [2.41–15.93]) and a low- 
flow period longer than 16 min (OR 2.94 [1.21–7.16]). Female sex was associated 
with an increased risk (OR 2.34; 95% CI [1.02–5.35]), while older age was associ-
ated with a lower risk of developing brain death (OR per year 0.95 [0.92–0.98]).

One of the possible mechanisms for brain death occurrence after cardiac arrest is 
development of brain edema with consequent impaired cerebral perfusion. 
Performing brain CT within 24 h from return of spontaneous circulation to assess 
cerebral edema from hypoxic-ischemic brain injury, as recommended by current 
prognostication guidelines [21], can predict progression towards brain death with 
high specificity [22]. New noninvasive techniques for monitoring ICP [45] and mea-
suring cerebral perfusion pressure [46] after cardiac arrest are now available. 
Automated pupillometry provides a precise and quantitative assessment of pupillary 
reflex that can be used not only to assess the severity of hypoxic-ischemic brain 
injury [47], but also to detect the occurrence of elevated ICP leading to brainstem 
compression [48].

The occurrence of brain death after cardiac arrest is still insufficiently docu-
mented in the medical literature. In 2016, only 10% of studies considered for 
inclusion in our systematic review reported it [9]. The main reason for this is that 
neither of the two recommended measures of neurological outcome after cardiac 
arrest—cerebral performance categories (CPC) and modified Rankin Score 
(mRS)—includes brain death as a separate outcome. The term “death” in both 
scores (corresponding to a CPC = 5 or mRS = 6) implicitly refers to death from 
neurological cause, but without actually distinguishing between brain death 
directly caused from hypoxic-ischemic brain injury and death from withdrawal of 
life-sustaining treatment based on prognostication of severe neurological disabil-
ity. Furthermore, the vast majority of studies make no distinction between death 
from a neurological and death from a circulatory cause when reporting the out-
come of cardiac arrest [49].

Due to underreporting and interference from early withdrawal of life-sustaining 
treatment in patients with severe hypoxic-ischemic brain injury, the 5.4% overall 
prevalence of brain death after cardiac arrest reported in the current literature [9] is 
probably underestimated. In a recent Italian prognostication study [37] conducted in 
a cohort of resuscitated comatose patients where withdrawal of life-sustaining treat-
ment was not performed, brain death occurred in 34/183 (19%) patients. The 2019 
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Standards for Studies on Neurological Prognostication after Cardiac Arrest issued 
by the American Heart Association [50] suggested that every study investigating 
prognosis after cardiac arrest should report the cause of death (brain vs. cardiac), 
along with the rates of and reasons for withdrawal of life-sustaining treatment.

Finally, despite the increased number of organ donations from patients resusci-
tated from cardiac arrest [34], there are few data from recent studies regarding the 
outcomes of organs donated from these patients and what donor characteristics 
affect transplant success. Future studies are needed to evaluate this important 
outcome.

37.7  Conclusion

Brain death due to severe hypoxic-ischemic brain injury after cardiac arrest is an 
underestimated event that needs to be prevented and detected timely. Due to the 
high incidence of cardiac arrest in developed countries, and due to the high rates of 
unfavorable outcome in patients resuscitated from cardiac arrest, there is great 
potential of organ donation from patients whose death is ascertained using neuro-
logical criteria. These criteria allow organ donation after cardiac arrest even in those 
countries or communities where donation after withdrawal of life-sustaining treat-
ment based on neurological prognostication is not common practice. The general 
principle of providing “CPR to save lives” is not limited to the life of the patients 
who are resuscitated but it extends also to the potential recipients of organs retrieved 
from resuscitated patients who evolve towards brain death. Future studies on neuro-
logical prognosis after cardiac arrest should comply with recent recommendations 
indicating that the cause of death and the reasons for and rates of withdrawal of 
life-sustaining treatment should be reported.
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Organ Recovery Procedure in Donation 
After Controlled Circulatory Death 
with Normothermic Regional Perfusion: 
State of the Art

R. Badenes, B. Monleón, and I. Martín-Loeches

38.1  Introduction

Organ transplantation has become a consolidated therapy extending or improving 
the quality of life of 139,024 patients around the world in 2018, but this barely cov-
ers 10% of the global organ transplant needs [1, 2]. The majority of transplants from 
deceased organ donors use organs recovered from patients whose death has been 
declared on the basis of the irreversible cessation of neurological function, i.e., 
donation after brain death or more recently called death by neurological criteria [3]. 
However, the shortage of organs for transplantation, along with technical develop-
ments leading to improved posttransplant outcomes, has resulted in renewed inter-
est in donation from persons whose death has been determined by circulatory 
criteria, i.e., donation after circulatory death or, also called, donation after the circu-
latory determination of death.

The first attempt to classify donors after circulatory death dates back to 1995, 
when the first International Workshop on what was then called “non-heart-beating 
donation” took place in Maastricht (the Netherlands) [4]. Donors were classified 
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into four categories, depending on the circumstances of the cardiac arrest preceding 
death. The Maastricht classification was updated at a dedicated conference held in 
Paris (France) in February 2013 (Table 38.1) [5] to more accurately represent cur-
rent donation after circulatory death practices in countries which have this form of 
donation (Fig. 38.1).

There are two broad categories of donation after circulatory death—controlled 
and uncontrolled. Donation after controlled circulatory death refers to organ dona-
tion after death following the planned withdrawal of life-sustaining therapies 
because these are no longer determined to be in the best interests of the patient 
(primarily Maastricht category III).

The potential for donation after controlled circulatory death can be considered in 
any hospital location after failed cardiopulmonary resuscitation (CPR) or whenever 
withdrawal of life-sustaining therapies is being considered. However, given the 
patients’ morbidities and concomitant disease states contributing to the decision to 

Table 38.1 Updated Maastricht classification for donation after circulatory death (DCD)

Category Type of DCD Description
I N/A Found dead

– IA: out-of-hospital
– IB: in-hospital

Unexpected cardiac arrest with no 
attempt at resuscitation. Can donate 
tissues (not suitable as organ donor)

II Uncontrolled Witnessed cardiac 
arrest
– IIA: out-of-hospital
– IIB: in-hospital

Unexpected cardiac arrest with 
unsuccessful resuscitation

III Controlled Withdrawal of 
life-sustaining therapy

Primary mode of DCD (only in some 
countries)

IV Uncontrolled/
controlled

Cardiac arrest after 
brain death 
determination

Unexpected cardiac arrest in a brain- 
dead patient scheduled for donation

Uncontrolled
Controlled
Controlled and Uncontrolled

Fig. 38.1 Current donation after circulatory death practices in countries around the world
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withdraw life-sustaining therapies, donation after controlled circulatory death is 
most often considered in the intensive care unit (ICU) and emergency department 
(ED) [6].

The aim of this narrative review is to provide the state-of-the-art of the process 
of donation after controlled circulatory death, highlighting factors for success at 
each step provided that this activity is possible within a given jurisdiction.

38.2  Donation After Controlled Circulatory Death Pathway

38.2.1  Withdrawal of Life-Sustaining Therapies

The decision to withdraw life-sustaining treatment should always be made in accor-
dance with national guidance on end-of-life care [7]. The majority of published doc-
uments acknowledge the fundamental principle that a decision to withdraw treatment 
must always be made in the best interests of the patient and independent of any 
subsequent consideration of organ donation [8]. National end-of-life care guidance 
that recognizes organ donation as a routine part of end-of-life care is helpful in reduc-
ing the perception of any conflict of interest, even though none may exist [7].

Individual hospitals should be encouraged to develop practical guidelines for 
treatment withdrawal in accordance with national regulations. Although the need to 
develop and comply with such protocols applies to all end-of-life care decisions, it 
is particularly important that units practicing donation after controlled circulatory 
death make the process consistent and transparent. These protocols should not only 
address the principles of the decision-making process but also give practical guid-
ance on how to manage treatment withdrawal, particularly with regard to airway 
management and use of sedation and analgesia provided during the hospital stay. If 
the personal representative, that is usually the next of kin, agrees, withdrawal of 
life-sustaining therapies must be delayed until the clinical transplant coordinators 
and transplant physicians are ready and prepared in the operating room. Those 
responsible for organ allocation and recovery should do everything to minimize 
delays, recognizing the needs of the donor and their relatives at this time. The site 
and timing of subsequent withdrawal of life-sustaining therapies should facilitate 
organ procurement as rapidly as possible after death to minimize the warm ischemia 
time after cardiac arrest. The operating room presents considerable logistical advan-
tages for withdrawal of life-sustaining therapies, but challenges privacy for the 
patient and relatives, and may lack appropriate staffing and range of resources. 
There are no clear data on the most appropriate location for withdrawal of life- 
sustaining therapies, only evidence of variability [9].

38.2.2  Consent and Authorization

Potential donors after controlled circulatory death usually lack the capacity for 
decision- making while being cared for in an ICU or ED.  A prior decision for 
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withdrawal of life-sustaining therapies is a prerequisite for an approach to a 
patient or their relative(s) to discuss donation after death. The approach should 
not be made until the clinical team is satisfied that the patient’s relatives under-
stand and accept the reasons for treatment withdrawal and the inevitability of 
death thereafter. To ensure this, the conversation on withdrawing treatment should 
be dissociated from the approach for organ donation. This also helps to reduce any 
perception that a decision on withdrawal of life-sustaining therapies is linked to a 
need for donor organs. The approach should be planned between the medical and 
nursing staff caring for the patients and the clinical lead for organ donation to 
clarify the clinical situation, identify key relatives, define key social circum-
stances, seek evidence of prior consent (e.g., checking donor registries), agree the 
timing and setting of the approach, and agree who will be involved [9]. Subsequent 
approaches for organ donation should be undertaken by trained requestors as this 
improves authorization rates, usually the clinical lead for organ donation [10]. 
The clinical lead for organ donation will also collect all the information required 
to assess whether the patient is suitable for undergoing organ donation and may 
discuss whether certain interventions are acceptable to the relatives before the 
patient dies.

38.2.3  Antemortem Procedures

Some procedures before cardiac arrest occurs can be justified ethically, on the basis 
of organ donation optimization, if they facilitate the wishes of the patient to promote 
and optimize the process of organ donation, and if they do not cause harm or distress 
to that patient or the relatives and/or can be reasonably controlled [11]. Where legal 
framework allows, a variety of procedures before the event of cardiac arrest arrives 
are actually possible to minimize ischemic injury and improve organ outcomes, 
including femoral cannulation for regional organ perfusion, anticoagulation, vaso-
dilatation, or intravascular balloons [12, 13].

38.2.4  Determination of Death

The diagnosis of death must be made by experienced clinicians not involved in 
the process of organ donation or transplantation. Death should be diagnosed 
expeditiously while meeting appropriate legal standards [14]. Declaration of 
death is made on the absence of circulatory activity (e.g., no pulse, blood pres-
sure, heart-beating sounds, neurologic response, or breathing) [15], confirmed by 
the absence of pulsatile flow on an arterial line or by absence of ventricular con-
traction on transesophageal echocardiography, on rare occasions as ancillary 
tests [16].

The permanence of death is confirmed by a mandatory but internationally vari-
able “no-touch” period of observation (usually 5 min, but varying across countries) 
of cardiorespiratory arrest before organ procurement can begin [14].
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38.2.5  Timeline

The surgical team should arrive at the donor hospital prior to withdrawal of life- 
sustaining therapies. A team briefing is mandatory, particularly when both thoracic 
and abdominal teams are present, and allows a common strategy to be agreed to 
ensure safe organ recovery. The outcome of transplantation with organs from dona-
tion after controlled circulatory death is significantly influenced by the duration of 
warm ischemia. Following withdrawal of life-sustaining therapies, several time 
periods have been defined [17] (Fig. 38.2):

 1. Withdrawal time (agonal phase): the time from operating room to circulatory 
arrest.

 2. First/primary warm ischemia time: the time from circulatory arrest to the start of 
normothermic regional perfusion.

 3. Functional warm ischemia time: the time between the first episode of significant 
hypoperfusion (the start of which depends on national guidelines) and the start 
of normothermic regional perfusion.

 4. Donor warm ischemia time: withdrawal time (agonal phase) + first warm isch-
emia time, also referred to as total warm ischemia time.

The definition for the start of functional warm ischemia time (significant hypo-
perfusion) is yet to be universally agreed upon, but in general a sustained fall in 
mean arterial blood pressure (MAP) ≤50 or 60 mmHg is accepted in Europe, while 
a fall in systolic blood pressure (SBP) <80 mmHg and/or O2 saturation <80% is 
accepted in the United States [15–18].

One of the most significant factors in organ viability is likelihood of death occur-
ring within a window period for each individual organ (liver and heart 20–30 min, 
lungs and pancreas 60 min, kidneys 90–120 min), with the duration of functional 
and warm ischemia times impacting transplant outcomes. The acceptable functional 

ECMO cannulatlon +
insert occlusion
catheter

WLST MAP< 60 Circulatory
Arrest/

Cardiac Arrest

Determination
Death

2 - 5 min no touch

Inflation occlusion
balloon

+
ECMO initiation

(nRP)

Start cold
perfusion

Functional warm ischemia time

First/ primary ischemia time

Withdrawal time

Donor warm ischemia time / min

/ min

/ min

/ min

/ min

Cold ischemia time

Organ
Reimplantation

OR

SPO2 < 80%

Fig. 38.2 Controlled donation after circulatory death timeline. ECMO extracorporeal life support, 
WLST withdrawal of life-sustaining therapies, MAP mean arterial blood pressure, nRP normother-
mic regional perfusion
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warm ischemia time varies for different organs and ranges from 30 min (liver and 
heart) and 60 min (pancreas and lungs) to 90–120 min (kidneys). These times are 
likely to change with the use of normothermic regional perfusion [19–21].

Following withdrawal of life-sustaining therapies, the clinical lead for organ 
donation must communicate the vital signs (saturation, pulse, and blood pressure) 
and inform the procurement team when certain values or time points are met. During 
the process of determination of death, preservation, and organ recovery, respect for 
the dying donor must be ensured. At each step, their privacy and dignity must be 
maintained, and the end-of-life wishes of the donor and relatives must be honored 
as far as possible. All personnel involved should make an effort to personalize care 
within the given time constraints (Fig. 38.3).

38.2.6  Normothermic Regional Perfusion

The use of extracorporeal membrane oxygenation (ECMO) devices for the preser-
vation of abdominal organs with oxygenated blood was first proposed by Spanish 
teams as the ideal approach for the practice of donation after uncontrolled circula-
tory death [22]. Normothermic regional perfusion enables cellular energy sub-
strates to be restored and potentially improves the quality of ischemically damaged 
organs. Normothermic regional perfusion can turn an urgent into an elective organ 
recovery procedure and reduce organ damage and organ losses due to surgical 
events [23]. It also provides the opportunity to evaluate the macroscopic appear-
ance of the liver and monitor alanine aminotransferase/aspartate aminotransferase 
(ALT) levels, and hence to assess the viability of the liver prior to transplantation 
[22]. Normothermic regional perfusion also seems to allow a safe extension of 
donor age, a factor which has classically been a major determinant of recipient 
outcomes [24].

The optimal duration of abdominal normothermic regional perfusion in donation 
after controlled circulatory death is to be determined. Most groups maintain abdom-
inal normothermic regional perfusion for at least 90–120 min [25–27].

38.2.6.1  Specific Procedure
If antemortem cannulation is allowed for normothermic regional perfusion, femoral 
vessels are cannulated percutaneously (preferably) or surgically with adequate 
sedation, analgesia, and anticoagulation. An aortic occlusion balloon is placed at the 
contralateral groin to restrict preservation measures to the abdominal cavity during 
normothermic regional perfusion [28]. The position of the balloon must be radio-
logically confirmed prior to withdrawal of life-sustaining therapies. Two arterial 
lines, one from the femoral arterial cannula and the other from the left radial artery, 
are used for monitoring purposes. After the determination of death, the balloon is 
inflated and normothermic regional perfusion initiated. During normothermic 
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Fig. 38.3 Controlled donation after circulatory death (DCD) pathway. ECMO extracorporeal 
membrane oxygenation, WLST withdrawal of life-sustaining therapies
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regional perfusion, the arterial pressure from the left radial artery should disappear 
with adequate blocking of the thoracic aorta while the pressure from the femoral 
arterial cannula is maintained as a continuous, non-pulsatile pressure. If arterial 
pressure is detected from the left radial artery during normothermic regional perfu-
sion, this should be immediately stopped. The correct position or filling of the cath-
eter must then be checked and normothermic regional perfusion reinitiated after 
another period of no-touch.

If antemortem cannulation of femoral vessels is not performed, once death has 
been confirmed, postmortem cannulation can be undertaken and normothermic 
regional perfusion initiated. A midline incision (from xiphoid process to pubic sym-
physis) is undertaken. The distal infrarenal aorta is identified and slung using a 
vascular snugger. The distal aorta is cross-clamped or ligated. The aortic cannula is 
inserted, checking the proximal position of the tip. The cannula is secured in place 
with the vascular snugger and connected to the arterial limb of the circuit. The infra-
renal inferior vena cava is then dissected and encircled using a vascular snugger. 
The distal end is clamped or ligated. The venous cannula is inserted into the inferior 
vena cava. The tip should sit just below the diaphragm to allow clamping of the 
suprahepatic inferior vena cava without compromising the venous return in the cir-
cuit. The venous limb of the circuit is then connected to the cannula. A rapid ster-
notomy is carried out using either a power saw or a Gigli saw. The thoracic aorta is 
clamped below the level of the left subclavian artery. At this point, the normother-
mic regional perfusion circuit can be started. An alternative approach would be to 
insert an aortic endo-clamp in the descending thoracic aorta and commence normo-
thermic regional perfusion before undertaking the sternotomy. This approach would 
enable the cardiothoracic team to undertake the sternotomy, mobilize the lung, and 
clamp the descending aorta (if simultaneous lung recovery). Once normothermic 
regional perfusion is established, meticulous hemostasis must be ensured from the 
abdominal wound edges, sternotomy, and retroperitoneal tissues disrupted during 
aortic and inferior vena cava cannulation.

The pump parameters are yet to be fully established but Spanish and UK experi-
ence suggests a pump flow of 2–3 l/min, temperature of 35.5–37.5 °C, O2 of 2–4 l/
min (or air/O2 mix as required to maintain PaO2), a pH of 7.35–7.45 (administer 
bicarbonate as required), a PaO2 >90 mmHg, and a hematocrit >20% [25, 27]. 
Venous oxygen saturation is a good guide of oxygen delivery and mixed venous 
oxygen saturation (SvO2) should be around 60–80%.

During this period, serial blood samples are taken to assess the function of the 
liver and kidneys. Organ mobilization and preparation for the cold phase can be 
undertaken, following the same steps as a donation after brain death recovery. 
Once normothermic regional perfusion is completed, cold in situ perfusion is insti-
tuted and organ recovery continues (Fig. 38.3). Although experience of using nor-
mothermic regional perfusion in donation after controlled circulatory death is still 
limited, published data support these theoretical benefits and report promising 
results in terms of numbers of organs recovered and transplantation outcomes [25, 
26, 29] (Fig. 38.4).
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38.3  Liver Transplantation

Two large multicenter studies have described the benefits that may be achieved with 
postmortem normothermic regional perfusion in liver transplantation from donation 
after controlled circulatory death [30, 31]. First, a Spanish national study compared 
the results of 95 donations after controlled circulatory death liver transplants per-
formed with postmortem normothermic regional perfusion with those of 117 liver 
transplants performed with super rapid recovery. Median donor age in the study was 
relatively high (57 years [25–75% interquartile range, IQR, 45–65] in the normo-
thermic regional perfusion group, 56 years [25–75% IQR 47–64] in the super rapid 
recovery group). With a median follow-up of 20 months, the use of postmortem 
normothermic regional perfusion appeared to significantly reduce rates of postop-
erative biliary complications (overall 8% normothermic regional perfusion vs. 31% 
super rapid recovery, p <0.001; ischemic type biliary lesions 2% normothermic 
regional perfusion vs. 13% super rapid recovery, p = 0.008) and graft loss (12% 
normothermic regional perfusion vs. 24% super rapid recovery, p = 0.008) [30]. 
Similarly, a combined experience from centers in Cambridge and Edinburgh in the 
United Kingdom compared the results of 43 liver transplants from donation after 
controlled circulatory death performed with postmortem normothermic regional 
perfusion with those of a contemporary cohort of 187 liver transplants from dona-
tion after controlled circulatory death performed with super rapid recovery. Median 
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Fig. 38.4 Scheme for extracorporeal membrane oxygenation (ECMO) for donation after circula-
tory death. In the different pictures, different key elements of the procedure are displayed: (a) 
priming the ECMO; (b) using ultrasound for vessel detection; (c) inserting arterial and venous 
cannulas; and (d) inflation of occlusion balloon and de-clamping cannulas to start extracorporeal 
abdominal perfusion
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donor age was less for normothermic regional perfusion compared to super rapid 
recovery livers: 41 years (25–75% IQR 33–57) vs. 54 years (25–75% IQR 38–63), 
respectively. Reported rates of anastomotic biliary strictures were 7% vs. 27% 
(p = 0.004), ischemic type biliary lesions 0 vs. 27% (p < 0.001), and 90-day graft 
loss 2% vs. 10% (p = 0.102) [31].

Considered together, the results of these two studies are remarkably consistent 
and provide a rather clear indication that the use of postmortem normothermic 
regional perfusion in liver transplantation from donation after controlled circulatory 
death can help reduce rates of biliary complications, ischemic type biliary lesions, 
and graft loss, and allow for the successful transplantation of livers from donors 
after controlled circulatory death even from donors of advanced age.

38.4  Lung Transplantation

Early and intermediate survival rates after lung transplantation from donation 
after circulatory death were comparable to donation after brain death in two 
updated meta-analyses [32, 33]. Donation after circulatory death appears to be 
a safe and effective method to expand the donor pool. Overall, 17 studies with 
995 donations after circulatory death recipients and 38,579 donations after brain 
death recipients were included. The pooled analysis showed comparable 1-year 
overall survival between the cohorts (RR 0.89, 95% CI [0.74, 1.07], p = 0.536, 
I2 = 0%). The airway anastomotic complication rate in the donation after cir-
culatory death cohort was higher than that in donation after brain death cohort 
(RR 2.00, 95% CI [1.29, 3.11], p = 0.002, I2 = 0%). There was no significant 
difference between donation after circulatory death and donation after brain 
death in terms of occurrence of primary graft dysfunction grade 2/3, bronchiol-
itis obliterans syndrome, acute transplantation rejection, or length of stay. The 
stability of the included studies was strong. These studies add to the body of 
evidence and support the use of lungs from donation after circulatory death for 
transplantation.

However, the utilization of lungs from donation after controlled circulatory death 
remains poor for several reasons, including less experience with the process pro-
curement and inadequate lung management in the ICU [34]. The lungs are recov-
ered in donation after controlled circulatory death donors using the super rapid 
recovery technique, decreasing the lung temperature with topical cooling as quickly 
as possible, whereas normothermic regional perfusion seems to be the ideal method 
for liver grafts. This combined method was first described as a single case report by 
two UK groups [35, 36].

A variant of the technique, using premortem interventions, in which the risk of 
potential transdiaphragmatic cooling of the liver is minimized, has been proposed 
[37]. Once death has been determined and normothermic regional perfusion initi-
ated, the thoracic surgeon performs a quick sternotomy. At the same time, the donor 
is reintubated and ventilated for 5 min after normothermic regional perfusion with 
100% oxygen and positive end-expiratory pressure (PEEP) of 5  cmH2O.  The 
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pulmonary artery is cannulated for cold flush perfusion with Perfadex® (50 ml/kg). 
Only 1  liter of 4 °C saline is delivered in both hemithoraxes for topical cooling. 
Finally, the superior vena cava is ligated to separate the thoracic and abdominal 
compartments once the lungs have been preserved with Perfadex® solution, and 
pulmonary extraction is initiated using the same technique as in donation after brain 
death donors. This combined method offers an outstanding recovery rate and liver 
and lung recipient survival comparable with those transplanted with organs har-
vested after brain death [37].

38.5  Kidney Transplantation

Marked reductions in delayed graft function have been seen in normothermic 
regional perfusion donation after circulatory death cohorts, suggesting that this is 
one of the main advantages of this approach to kidney transplantation [38]. Reducing 
delayed graft function remains an important goal because of the greater risk of graft 
failure and rejection and the associated costs of additional hemodialysis and hospi-
tal stays.

The use of kidneys from donation after controlled circulatory death is increasing 
for older patients and patients with comorbidity. Short-term graft outcomes are sim-
ilar for donors meeting expanded and standard criteria for donation after controlled 
circulatory death, so these donors constitute an acceptable source of kidneys to 
improve the options of kidney transplantation wait-listed patients [39].

38.6  Pancreas Transplantation

In recent years, normothermic regional perfusion in the donation after controlled 
circulatory death donor has attracted increasing interest in pancreas transplantation 
[40]. This process aims to restore cellular energetics and substrates, reducing the 
damaging ischemic effect on the pancreas. There is very little reported experience 
in the pancreas: this has now been reported by three centers and has resulted in just 
four pancreas–kidney transplants, all with good outcomes [25–27]. Clearly, further 
work is needed to assess the potential benefits of normothermic regional perfusion 
in pancreas transplantation.

38.7  Heart Transplantation

Due to the difficulties in the heart pool for heart donation, current data suggest that 
donor hearts from donation after circulatory death that meet the selection criteria 
and are successfully transplanted lead to outcomes equal to those performed with 
traditional donation after brain death organs. Donation after circulatory death heart 
transplantation is being performed only in a few established centers worldwide, not 
only in adults [41] but also in the pediatric population [42].
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In the world of adult heart transplantation, successful donation after circulatory 
death transplantation with the direct procurement and ex vivo perfusion technique 
was first reported in three patients in 2015 from Sydney, Australia [43]. All three 
patients had normal cardiac function within 7 days of transplantation. Donor criteria 
in this study were strict with donor age limited up to 40 years of age and cold isch-
emic time of less than 30 min. Since publishing, there have been a total of 12 trans-
plants from donations after circulatory death performed at this center with favorable 
outcomes of 0% mortality as of April 2017 [44]. By utilizing appropriately vetted 
donation after circulatory death donor hearts, transplant rates were increased by 
45% [45].

Ninety-day and one-year survival in 28 donations after circulatory death trans-
plants were found to be equivalent with no significant differences in rejection, graft 
function, or hospital stay when compared to matched donation after brain death 
transplants—this included hearts donated after circulatory death both using direct 
procurement and perfusion and using normothermic regional perfusion [46]. This 
program at the Royal Papworth Hospital NHS Foundation Trust has now performed 
39 donations after circulatory death heart transplants with 91% survival to discharge 
with only 13% of patients requiring postoperative ECMO [44].

Recently, normothermic regional perfusion has been implemented with success-
ful results [45]. The inability to evaluate donor cardiac function prior to procure-
ment represents an unnecessary risk to the patient. Furthermore, should procurement 
and resuscitation be begun with ex vivo perfusion and the organ then be deemed 
functionally ineligible for transplant this presents a large preventable financial loss. 
The assessment of cardiac function during procurement with normothermic regional 
perfusion enables the age range of donors to be extended (less than 50 years vs. less 
than 40 years) and has resulted in a greater conversion to actual transplantation than 
hearts procured with alternative methods [46].

After declaration of death, a sternotomy is rapidly performed and the pericar-
dium opened. The three aortic arch vessels are then clamped to exclude the cere-
bral circulation before full-flow normothermic regional perfusion is established 
and the patient is reventilated. A goal of flow index >2.5 l/min/m2, a MAP of at 
least 50  mmHg, a core temperature of >35  °C, and a hematocrit of 30% are 
needed. If necessary, the MAP is supported by infusion of norepinephrine up to a 
maximum of 0.5  mg/kg/min. Infusions of dobutamine at 5  mg/kg/min, and of 
isoproterenol at 12–20 mg/kg/min, are also started to support heart automaticity 
and contractility. After 30  min of normothermic regional perfusion, ECMO is 
weaned and heart function assessed using both transesophageal echocardiography 
(TEE) ultrasound and Swan–Ganz catheter. The criteria for performing organ 
retrieval are as follows: left ventricular ejection fraction >50%; normal size and 
function of the right ventricle; cardiac index >2.5  l/min/m2; pulmonary artery 
occlusion pressure <12 mmHg; and MAP >60 mmHg, with no arrhythmia. These 
parameters have to remain stable for at least 30 min after ECMO weaning before 
the decision to transplant is finalized. Cardiectomy is then carried out in a similar 
fashion to donation after brain death heart procurement. The kidneys and liver are 
also retrieved [47].
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38.8  Conclusion

Donation after circulatory death is a much-needed addition to donation after brain 
death when we consider the persisting worldwide shortage of donor organs and the 
need for countries to progress towards self-sufficiency in transplantation.

The field of donation after controlled circulatory death is rapidly evolving, with 
an increasing number of countries participating in this type of deceased donation 
that poses particular challenges. Criteria for donor selection are expanding as the 
results of transplants from donation after controlled circulatory death are becoming 
more favorable. Current developments in normothermic regional perfusion are con-
tributing to a greater use of organs per donor, better quality of organs, and improved 
posttransplant outcomes. Kidney, liver, pancreas, lung, and, recently, heart dona-
tions are eligible for transplant after controlled circulatory death.
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39.1  Introduction

Approximately 40% of the world’s population will be diagnosed with a malig-
nancy at some point during their life [1]. In 2012, one-quarter of the global burden 
of cancer was observed in Europe whereas the total population of Europe repre-
sented only 9% of the world’s population [2]. In 2015, malignancies were still a 
major cause of death across the European Union with an average of 261 deaths per 
100,000 inhabitants [3]. However, due to progress in early detection and treat-
ment, long-term survival from malignancy has increased over the past decades 
[4]. Between 2011 and 2016 cancer mortality decreased in both men (8%) and 
women (3%) [5]. In 2018, there were an estimated 3.91 million new cases of 
malignancy and 1.93 million deaths from cancer in Europe [2]. The most common 
malignancies were female breast cancer and colorectal cancer [2]. Over the last 
decades, the incidence of hematological malignancies has increased as well [6–8]. 
Approximately 2.2% of the population will be diagnosed with a non-Hodgkin’s 
lymphoma and 1.6% with leukemia [1]. The incidence of hematological malig-
nancies is expected to grow in the future as a result of the aging population and 

E. N. van der Zee (*) · E. J. O. Kompanje 
Department of Intensive Care, Erasmus MC, University Medical Center,  
Rotterdam, The Netherlands
e-mail: e.vanderzee@erasmusmc.nl 

J. Bakker 
Department of Intensive Care, Erasmus MC, University Medical Center,  
Rotterdam, The Netherlands 

Department of Pulmonology and Critical Care, New York University NYU Langone Medical 
Center, New York, NY, USA 

Department of Pulmonology and Critical Care, Columbia University Medical Center,  
New York, NY, USA 

Department of Intensive Care, Pontificia Universidad Católica de Chile, Santiago, Chile

39

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37323-8_39&domain=pdf
mailto:e.vanderzee@erasmusmc.nl


522

the inability to prevent most cases [6]. As the mortality rate has been decreasing 
during the past decades [5, 9, 10] and the probability of infiltrative, infectious, or 
toxic life-threatening events related to therapy has been increasing [11], the bur-
den of these malignancies to healthcare systems is likely to increase. This is espe-
cially the case when considering the role of the intensive care unit (ICU) in both 
the initial treatment and the treatment of these complications. A historical reluc-
tance to admit patients with malignancies to the ICU, especially hematological 
malignancies, exists [12–15]. However, given the new therapies available, the 
encouraging survival data, and the possible benefits of an ICU admission, ICU 
admission should be considered.

The aim of this clinical review is to describe the development of the prognosis of 
adult patients with a hematological malignancy and the role of the ICU over the past 
years and in the future.

39.2  Survival and Prognosis of Patients with Hematological 
Malignancies

As is currently the case, the survival of patients with hematological malignancies 
varied in the past, depending on the type of hematological malignancy. The litera-
ture showed a dramatically low 5-year survival for most leukemias in 1974–1976, 
especially for acute myeloid leukemia (only 6%) [16]. In contrast, 71% of patients 
with Hodgkin’s lymphoma survived 5 years in this period. Between 1974 and 1996, 
the 5-year survival for leukemias, myelomas, and lymphomas increased [6, 16]. In 
the subsequent years (1996–2012), the 5-year survival for these hematological 
malignancies also improved, varying from a still relatively poor prognosis for acute 
myeloid leukemia (15–21%) to a very acceptable outcome for Hodgkin’s lymphoma 
(86–92.8%) [1, 10, 16–20]. All of the hematological malignancies described above 
have shown stabilized or improved 5-year survival rates for the period 2008–2012. 
Therefore, the outcome of patients with a hematological type of cancer may further 
improve in the future.

There are several reasons for this increasing survival rate of patients with hema-
tological malignancies [6, 10, 11, 16, 17, 20]: improvements in diagnostic methods, 
diagnosis being made earlier than before, and more effective treatments. Moreover, 
advances in molecular biology make it possible to recognize low-grade malignan-
cies with good prognosis. In addition, effective high-dose treatment regimens and 
targeted treatments have been introduced. Lastly, the complications observed after 
therapy are better understood and consequently there has been an increase in ade-
quate treatment of these complications. However, despite this encouraging change, 
improvements in survival for hematological malignancies have not been uniform 
across Europe [10, 17]. Substantial regional differences in survival rates are seen for 
different types of hematological cancer. Data show variation across countries and 
between northern, southern, western, and eastern Europe. On average, survival in 
eastern European countries is lower compared to the rest of Europe. This difference 
could be explained by inequalities in provision of care concerning diagnostics and 
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therapy or heterogeneity in case definition. Unsurprisingly, age at diagnosis is a 
strong prognostic factor [5, 10, 17, 20]. Elderly patients experience limitations of 
(aggressive and curative) treatment due to the prevalence of comorbidities and 
frailty. Furthermore, after adjustment for age and country, the data show a signifi-
cant difference in survival between men and women [5, 10, 20]. Possible explana-
tions are a lesser impact of comorbidities, as well as behavioral and biological 
factors [10].

39.3  ICU Admission Practices for Patients 
with Hematological Malignancies: Historical 
Perspective

Historically, the mortality of patients with a hematological malignancy requiring 
ICU admission was high. In 1983, Schuster et al. [15] reported an 80% hospital 
mortality in 77 critically ill patients with a hematological malignancy admitted 
to the ICU; survival was particularly low when patients required mechanical ven-
tilation. In 1988, Lloyd-Thomas et al. [13] reported a mortality rate of 78% in 60 
patients with a hematological type of cancer admitted to the ICU. The mortality 
rate was consistently higher than predicted from a large validation study of the 
APACHE II score in a mixed population of critically ill patients. In 1990, Brunet 
et al. [12] published an ICU mortality rate of 43% and a 1-year survival rate of 
19% in 260 patients with a hematological malignancy. Patients who required 
mechanical ventilation or renal replacement therapy (RRT) showed an increased 
ICU mortality rate. They concluded that life support should be initiated, but that 
the combination of RRT and mechanical ventilation was associated with a poor 
prognosis. With an ICU mortality of 80–90% between 1984 and 1993, Ewig et al. 
[21] expressed their concerns about the low survival rates of patients with pulmo-
nary complications admitted to the ICU. In the same time period (1980–1992), 
Rubenfeld et al. noted a mortality rate of 94% in 865 mechanically ventilated 
patients after bone marrow transplantation [14]. Of the patients with lung injury 
requiring mechanical ventilation combined with hemodynamic instability, 
hepatic failure, or renal failure, no one survived. However, the survival rate of 
critically ill bone marrow transplant patients increased over time, from 5% in 
1980 to 16% in 1992. In summary, mortality rates of patients with a hematologi-
cal type of cancer who required admission to the ICU were high in all five studies 
[12–15, 21].

In subsequent years, between 1990 and 2005, the hospital mortality rate ranges 
from 41% to 85% [22–26]. A high risk of refusal of ICU admission for critically ill 
cancer patients in this period is still seen [27]. This could be explained due to the 
discouraging mortality rates of previous studies and due to the recommendations of 
the North American and European Societies of Critical Care Medicine for ICU 
admission, discharge, and triage [28, 29] in which it is stated that oncologists and 
intensivists should reserve ICU admission for select cancer patients with a “reason-
able prospect of substantial recovery.”
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39.4  ICU Admission Practices for Patients 
with Hematological Malignancies: The Modern Area

Large numbers of patients with a malignancy are nowadays admitted to the ICU 
(15–20% of all patients) [30–32]. Despite a substantial improvement in the survival 
of critically ill patients with cancer [8, 33, 34], the recent literature concerning criti-
cally ill patients with a hematological malignancy is heterogeneous and survival rates 
differ considerably [8]. ICU and hospital survival vary from 0% to 88% [35–40] and 
from 0% to 72% [35, 38, 39, 41], respectively. The literature shows that short-term 
mortality is related to the severity of illness (and organ dysfunction) rather than the 
underlying malignant diagnosis [8]. Although 1-year mortality may be good (almost 
50%) [40], long-term mortality is still limited with a reported 8-year survival rate of 
only 9% [36]. Data show a decrease in long-term survival of patients admitted to the 
ICU, in comparison to patients who did not require admission to the ICU [36, 42]. 
Nonetheless, the ICU mortality rate has decreased impressively compared to the past 
[41, 43], with an annual decrease of 4–7% between 2003 and 2015 [43]. Based on 
this improvement in survival and the possible benefits of intensive care treatment, 
ICU admission should be considered in every patient. Thiéry et al. [27] conducted a 
study of cancer patients for whom ICU admission was requested. They found that 
20% of patients who were not admitted because they were considered “too well” 
died before hospital discharge, and 25% of the patients who were not admitted 
because they were considered “too sick” survived. Thus, the clinical evaluation was 
neither sensitive nor specific for selecting patients for ICU admission. Denial of ICU 
admission solely on a patient having cancer is not supported by recent outcome data.

The striking difference in survival of critically ill patients with a hematological 
malignancy across studies and hospitals may be explained by several factors. First, 
studies reporting high survival rates usually originate from high-volume centers and 
so the external validity of these data may be limited [11]. Second, the performance 
status of the patient is a strong predictor of mortality and may differ between studies 
[8]. Third, timing of admission of patients to the ICU may differ across hospitals. 
Up to 50% of patients referred to the ICU are not admitted immediately [27]. Early 
admission is recommended, because improved outcomes associated with early 
admission have been found in several studies [8, 11, 33]. Bed availability may be an 
issue in some hospitals, thereby negatively influencing the outcome [8].

Azoulay et al. generated several hypotheses regarding the causes of delayed ICU 
admission and its relationship to mortality [11] (Box 39.1):

 1. Patient related: Patients may interpret acute symptoms as inevitable manifesta-
tions of their malignancy or may lack the social support or financial resources 
needed to obtain medical advice. As a consequence, hospitalization may be 
delayed and, in case of critical illness, ICU admission may be delayed as well.

 2. Disease related: Acute illnesses could develop in a fulminant way in patients 
with severe immunodeficiency. Subsequently, fast deterioration may occur, with 
severe (multiple) organ dysfunction. As a result, ICU treatment might be too late 
to prevent death.
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 3. Ward related: First, suboptimal patient evaluation on the wards may result in an 
underestimation of disease severity followed by an unexpected clinical deterio-
ration. Second, when the prognosis is unclear and possibly poor, ICU referral 
may be difficult and subsequently delayed.

 4. ICU related: Likewise, ICU admission decisions could be difficult and delayed 
in case of an unclear (poor) prognosis. In addition, a delay in optimal care may 
arise from the initial admission to an ICU ill equipped to manage patients with 
hematological malignancies with healthcare providers inexperienced in caring 
for hematological patients. Finally, bed availability may be an issue in some 
hospitals, resulting in delayed admission.

Some of the causes described above are amendable (Box 39.1). First, to reduce 
patient-related factors, education concerning alarm signals may improve patient 
knowledge [11]. The relevance of social support should be explained as well. 
Although individual financial problems are difficult to solve, national healthcare 
policies could play an important role in this.

Second, to improve ICU-related factors, good communication and close collabo-
ration between different specialties and different hospitals are recommended [8, 11, 
33]. For example, daily formal meetings between the attending hematologists and 
intensivists [8], advice from intensivists at centers managing large numbers of 
hematological patients to less experienced intensivists [11], and help from nurse 

Box 39.1 Causes of delayed ICU admission in patients with hematological 
malignancy and recommendations for change

Factor Causes of delayed ICU admission Recommendations
Patient 
related

Misinterpretation of acute 
symptoms
Lack of social support or financial 
resources (delayed hospitalization)

Education regarding alarm symptoms
Explanation of relevance of social 
support
Health insurance

Disease 
related

Fast deterioration of 
immunocompromised patients

Use of the modified early warning 
score and rapid response system

Ward 
related

Suboptimal patient evaluation
Unclear (poor) prognosis

Use of the modified early warning 
score and rapid response system
Close collaboration between 
hematology department and intensive 
care

ICU 
related

Unclear (poor) prognosis
Ill-equipped ICU with 
inexperienced healthcare providers
Bed availability in ICU

Close collaboration between 
hematology department and intensive 
care
Close collaboration between 
experienced hospitals and less 
experienced hospitals
Early aggressive treatment outside the 
ICU
Time-limited or intensity-limited ICU 
trials
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consultants of the hematology department concerning hematological care [8] can be 
beneficial. In hospitals where ICU bed availability is limited, early aggressive treat-
ment can be initiated outside the ICU [8, 11]. Furthermore, an ICU bed could be 
used for time-limited or intensity-limited trials, thus improving the chance of sur-
vival [8, 11]. Admittance to the ICU for end-of-life care is not recommended, 
because avoidance of ICU admissions within 30 days of death and death occurring 
outside the hospital were associated with perceptions of better end-of-life care [44].

Third, concerning the suboptimal evaluation of critically ill patients on the hema-
tological ward, early detection of patient deterioration using the modified early 
warning score (MEWS) and a rapid response system has proven to be effective in 
enhancing ICU admission [8].

In summary, although ICU survival rates have been a major reason to deny 
admission in the past, steadily improving ICU survival rates have been observed in 
recent years. Denial of ICU admission solely based on the presence of a hemato-
logical malignancy is no longer supported by recent outcome data.

39.5  Quality of Life of Patients with a Hematological 
Malignancy Following ICU Admission

With the improvement in (long-term) survival of patients with a hematological 
malignancy, questions concerning the quality of life of these patients arise. Literature 
shows impairment of quality of life, measured by validated questionnaires, com-
pared to their previous state or to the general population [45, 46]. Studies report 
either physical symptoms, such as fatigue, pain and reduction of vitality, or psycho-
social symptoms, including increased levels of anxiety and depression. Mostly, data 
show a combination of both. A subset of patients with hematological malignancy 
treated with chemotherapy experience cognitive impairment [47].

Recent literature concerning the quality of life of patients with a malignancy 
after admission to an ICU is scarce. Oeyen et al. [48] conducted a study to assess 
long-term outcomes and quality of life in critically ill patients with hematological 
or solid malignancies, which included quality of life at 3 months and 1 year after 
discharge, compared to the quality of life before ICU admission. Initially, quality of 
life declined at 3 months. At 1 year after ICU discharge, quality of life did improve; 
however it remained under the baseline quality of life. Ehooman et al. showed a 
strongly impaired quality of life in patients with a hematological malignancy com-
pared to general ICU patients with septic shock at 3 months and 1 year after ICU 
discharge [39].

By contrast, van Vliet et al. [49] compared patients with hematological malig-
nancies admitted to the ICU with matched patients not admitted to the 
ICU. Eighteen months after admission, no significant difference in quality of life 
was found between those groups, other than a lower physical functioning score. 
Similarly, Azoulay et al. [50] conducted a prospective, multicenter cohort study 
including 1011 critically ill patients with a hematological malignancy. On day 90, 
80% of survivors had no quality-of-life alterations (physical and mental health 
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similar to that of the overall cancer population). After 6 months, 80% of survivors 
had no change in treatment intensity compared with similar patients not admitted 
to the ICU.

Patients with a hematological malignancy may experience a decline in quality of 
life after ICU admission. However, some studies showed no difference in quality of 
life of patients admitted to the ICU compared to that of patients without ICU admis-
sion. Therefore, the benefits of ICU admission for a patient with a hematological 
malignancy should be considered individually. Denial of ICU admission solely 
based on a prejudice about quality of life is no longer justified.

39.6  Conclusion

The incidence of hematological malignancies has increased over the past decades 
with an increasing (long-term) survival rate. Subsequently, the burden to the health-
care system and also referrals to the ICU will probably increase. Where meager ICU 
survival rates in the past have been a major reason to deny admission, current sur-
vival rates no longer justify this general approach. On the contrary, ICU admission 
of critically ill patients with a hematological malignancy should be considered and 
tailored to patient-specific characteristics. Thus, where the admission of patients 
with a hematological malignancy may have been a Sisyphean task in the past, recent 
outcome data of these patients suggest a work in progress.
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40.1  Introduction

Acute kidney injury (AKI) is a frequent and serious complication in patients with 
cancer. The epidemiology varies, depending on the type and stage of cancer, anti-
cancer therapy, and patient-related factors [1]. As the number of patients with can-
cer has increased worldwide and the chances of survival have improved due to 
advances in therapeutic options and general supportive care, the prevalence of AKI 
has increased. As a result, onco-nephrology has emerged as a new sub-specialty, 
focusing particularly on the recognition and management of renal complications in 
cancer patients.
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40.2  Epidemiology

The incidence of AKI in cancer patients varies depending on the setting, type and 
severity of malignancy, type of anticancer therapy, patient demographics, acute 
and chronic comorbid conditions, and criteria used to define AKI [2–5] (Table 40.1). 
In a 7-year study from Denmark including 37,267 patients with cancer, the 1-year 
risk of AKI as defined by the Risk, Injury, Failure, Loss of kidney function, and 
End-stage kidney disease (RIFLE) classification was 17.5% [6]. AKI was most 
common among patients with kidney cancer (44%), liver cancer (33%), and 
myeloma (32%). Furthermore, 5.1% of patients with AKI required long-term dial-
ysis within 1 year. A study from Canada including 163,071 patients undergoing 
systemic cancer therapy between 2007 and 2014 showed an overall AKI incidence 
of 9.3% at 1 year [7]. The risk was highest in those with myeloma (26%), bladder 
cancer (19%), and leukemia (15.4%). A study from China surveyed over seven mil-
lion patients from 44 academic and local hospitals and demonstrated an incidence 
of cancer-related AKI (defined as at least a 50% increase in baseline serum creati-
nine) of 14–20% depending upon the hospital type (community versus academic, 

Table 40.1 Definitions of AKI

Classification Stage Creatinine or GFR criteria
Urine output 
criteria

RIFLE [29] RIFLE 
Risk

Increase in serum creatinine to ≥1.5-fold to 
2-fold from baseline, or GFR decrease by >25%

<0.5 ml/kg/h for 
>6 h

RIFLE 
Injury

Increase in creatinine to >2-fold to 3-fold from 
baseline, or GFR decrease by >50%

<0.5 ml/kg/h for 
>12 h

RIFLE 
Failure

Increase in creatinine to >3-fold from baseline, or 
to ≥354 μmol/l (4 mg/dl) with an acute rise of at 
least 44 μmol/l (0.5 mg/dl), or GFR decrease by 
>75%

<0.3 ml/kg/h for 
24 h or more, or 
anuria for 12 h

AKIN [30] Stage I Increase in serum creatinine by ≥26 μmol/l 
(0.3 mg/dl) or increase to ≥1.5-fold to 2-fold 
from baseline

<0.5 ml/kg/h for 
>6 h

Stage II Increase in serum creatinine to >2-fold to 3-fold 
from baseline

<0.5 ml/kg/h for 
>12 h

Stage III Increase in serum creatinine to >3-fold from 
baseline, or to ≥354 μmol/l (4 mg/dl) with an 
acute rise of at least 44 μmol/l (0.5 mg/dl), or 
treatment with RRT

<0.3 ml/kg/h for 
24 h or more, or 
anuria for 12 h

KDIGO [31] Stage I Increase in serum creatinine by ≥26.4 μmol/l 
(0.3 mg/dl) in 48 h or less or increase to 1.5–1.9 
times from baseline

<0.5 ml/kg/h for 
>6 h

Stage II Increase in serum creatinine 2.0–2.9 times from 
baseline

<0.5 ml/kg/h for 
>12 h

Stage III Increase in serum creatinine three times from 
baseline, or increase to ≥354 μmol/l (4 mg/dl) 
with an acute rise of at least 44 μmol/l (0.5 mg/
dl), or treatment with RRT

<0.3 ml/kg/h for 
24 h or more, or 
anuria for 12 h

AKIN Acute Kidney Injury Network, KDIGO Kidney Disease: Improving Global Outcomes, 
RIFLE Risk, Injury, Failure, Loss of kidney function, and End-stage kidney disease, RRT renal 
replacement therapy, GFR glomerular filtration rate
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respectively) [4]. The incidence was higher in affluent regions, elderly patients, 
and groups with higher per capita gross domestic product.

In cancer patients requiring admission to the intensive care unit (ICU), the risk 
of AKI is up to 70% [8–14]. Prognosis is significantly worse in patients with more 
severe AKI, especially if renal replacement therapy (RRT) is required [11].

40.3  Risk Factors

Risk factors associated with the development of AKI in cancer patients are both 
cancer specific and patient specific. Advanced cancer stage, chronic kidney disease, 
and diabetes are associated with an increased risk of AKI in general cancer patients 
[7]. The risk is particularly increased in the 90-day period following systemic ther-
apy. In patients with hematological malignancies admitted to the ICU, older age, 
high Sequential Organ Failure Assessment (SOFA) score, hypertension, tumor lysis 
syndrome, exposure to nephrotoxic agents, and myeloma are independently associ-
ated with the development of AKI [8]. Risk factors for AKI in patients with solid 
tumors include severity of illness, abdominal or pelvic cancer, nephrotoxic chemo-
therapy within the previous 3 months, and sepsis [12].

40.4  Causes of AKI

AKI in critically ill cancer patients is often multifactorial, similar to AKI seen in 
non-cancer patients, but there are cancer-specific factors that may contribute 
(Fig. 40.1). In solid tumors, the main causes of AKI are drug nephrotoxicity, meta-
bolic disturbances, sepsis, tumor infiltration, vascular compression, and obstruction, 
whereas sepsis, volume depletion, nephrotoxins, and tumor lysis syndrome are the 
most common causes of AKI in patients with hematological malignancies [15].

40.4.1  AKI Directly Related to Underlying Malignancy

The kidneys are the most common extrareticular site of leukemic and lymphoma-
tous infiltration [16]. Although AKI is common in patients with lymphoma and leu-
kemia, the incidence of AKI caused by tumor cell infiltration is not greater than 1% 
[17]. The pathogenesis of AKI in this setting includes interstitial expansion and 
compression of renal tubules and microvasculature, resulting in intrarenal obstruc-
tion and ischemia [16]. Kidney function usually rapidly improves after appropriate 
chemotherapy [1].

Patients with multiple myeloma represent another important cohort of cancer 
patients who are very susceptible to develop AKI (20–50%). The most common 
cause is cast nephropathy [18]. This condition develops when free light chains, 
which are freely filtered by the glomerulus, bind to Tamm-Horsfall protein (uro-
modulin) in the thick ascending limb of the loop of Henle and form insoluble casts 
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that obstruct the tubular lumen. This leads to the activation of pro-inflammatory 
pathways, and intrarenal inflammation. Urinary tract obstruction due to intrinsic or 
extrinsic causes is another cause of AKI in cancer patients and may be seen in 
patients with solid tumors and hematological malignancies.

Hypercalcemia accompanies various types of malignancies, most commonly in 
patients with multiple myeloma and squamous cell carcinomas. It may cause AKI 
by blocking arginine vasopressin activity in the collecting duct, resulting in hypovo-
lemia due to increased loss of sodium and water [15]. In severe cases of hypercalce-
mia, AKI can also occur due to nephrocalcinosis (i.e., calcium-phosphate deposition 
in renal tubules) with potential risk of chronic kidney disease if the duration is 
prolonged [19].

40.4.2  AKI Due to Direct Effects of Cancer Treatment

Nephrotoxicity from cancer therapies is common and can be a serious limitation for 
continuation of effective chemotherapy. The main mechanisms of injury include 
direct toxicity on renal microvasculature, glomeruli, and segments of the tubules 
(Table 40.2, Fig. 40.2). Entering the tubular cells, these agents can also induce mito-
chondrial damage and oxidative stress, and initiate apoptosis [20]. Cisplatin, a com-
mon drug in the treatment of various solid tumors, is well recognized for its 
nephrotoxicity [21]. Other forms of AKI that can be caused by chemotherapy are 
thrombotic microangiopathy (TMA), crystalline nephropathy, and interstitial 

• Volume depletion

• Contrast exposure

• Nephrotoxic drugs

• Tumor lysis

• Cytokine release 
syndrome 

• Neutropenic
sepsis  

• Nephrotoxicity of 
chemotherapy

• Radiation damage

• Nephrectomy 

• Tumor infiltraton

• Cast nephropathy

• Hypercalcemia

• Obstruction

• GVHD

Directly 

related to 

malignancy 

Direct effects 

of cancer 

therapy

Other 

factors

Complications 

of cancer 

treatment

Acute kidney
injury 

Fig. 40.1 Causes of cancer-associated acute kidney injury. GVHD graft-versus-host disease

N. Seylanova et al.



535

Table 40.2 Mechanisms involved in immunosuppressive-induced nephrotoxicity

Site of injury Mechanism of nephrotoxicity Examples
Intrarenal blood vessels Thrombotic microangiopathy Gemcitabine

Mitomycin C
Bleomycin
Cisplatin
5-Fluorouracil
Calcineurin inhibitor

Vasculitis of renal vessels Penicillamine
Glomeruli Minimal change disease Gold

Focal segmental glomerulosclerosis Interferon
VEGF inhibitors
Sirolimus

Membranous nephropathy Gold
Penicillamine

Tubules Acute tubular injury Cisplatin
Methotrexate
Trabectedin
Pemetrexed
Calcineurin inhibitors
Ifosfamide

Interstitium Interstitial nephritis Ifosfamide
Carboplatin
Doxorubicin
Immune checkpoint inhibitors

Tubular lumen Formation of intratubular crystals Methotrexate

VEGF vascular endothelial growth factor

Tubular cell injury
drugs
free light chains

Interstitium
interstitial nephritis
tumor infiltration
light chain deposition

Intratubular lumen
crystal formation
cast nephropathy
ureteric obstruction

Hemodynamics
TMA
drugs

Collecting duct
hypercalcemia

Glomerular injury
TMA
drugs

Fig. 40.2 Sites of renal injury in cancer-associated acute kidney injury. TMA thrombotic 
microangiopathy
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nephritis [20]. TMA is a dangerous complication, characterized by formation of 
fibrin microthrombi in glomerular capillaries, arterioles, and arteries.

Over the past decade, cancer therapies have advanced with a more targeted 
approach specifically against tumor cells. Targeted therapies include agents which 
target specific gene mutations in cancer cells and inhibit oncogenic signaling path-
ways that are essential for tumor growth [22, 23]. This class consists of various 
drugs, such as agents directed at vascular endothelial growth factor (VEGF) or 
VEGF receptor(s) (VEGFR), epidermal growth factor receptor (EGFR), human epi-
dermal growth factor receptor 2 (HER2), anaplastic lymphoma kinase (ALK), 
receptor activator of nuclear factor kappa-B ligand (RANKL), and mammalian tar-
get of rapamycin (mTOR). Although they are effective therapies, the actions of tar-
geted agents may involve pathways that are also essential for the growth of normal 
tissue. Injury from targeted agents can occur in all nephron segments and involve 
different mechanisms.

Immune checkpoint inhibitors are monoclonal antibodies that enhance tumor 
killing by preventing dendritic cells and tumor antigen ligand binding to cytotoxic 
T-lymphocyte-associated protein and programmed death receptors, respectively. 
Chimeric antigen receptor (CAR)-T-cell therapy involves the genetic modification 
of a patient’s autologous T cells to express a CAR specific for a tumor antigen, fol-
lowed by ex vivo cell expansion and reinfusion back into the patient. Both therapies 
are promising, offering tumor-specific individualized treatment. However, both 
result in a robust immune response characterized by the release of inflammatory 
cytokines and the potential risk of severe cytokine release syndrome. A meta- 
analysis including 48 trials on 11,482 patients treated with immune checkpoint 
inhibitors reported a pooled relative risk of AKI of 4.19 and a pooled incidence of 
AKI of 2.1% [24]. The risk of AKI was increased in patients receiving a combina-
tion of different checkpoint inhibitors [25]. Others reported that the incidence of 
nephrotoxicity related to immune checkpoint inhibitors may be up to 29% [26]. 
After CAR-T-cell therapy, AKI from tumor lysis syndrome and cytokine release 
syndrome are common complications. Acute cardiomyopathy from cytokine release 
syndrome may promote hypotension and further exacerbate kidney injury.

40.4.3  AKI Due to Complications of Cancer Treatment

Neutropenic sepsis and tumor lysis syndrome are common causes of cancer-induced 
AKI. Tumor lysis syndrome is characterized by the release of cellular contents from 
tumor cells that either have died spontaneously or were damaged by chemotherapy. 
These cellular contents can lead to hyperuricemia, hyperkalemia, hyperphosphate-
mia, and hypocalcaemia. AKI may occur due to a combination of acute uric acid/
xanthine nephropathy, acute nephrocalcinosis due to an elevated calcium-phosphate 
product, and cytokine release with inflammatory tubular injury leading to tubulo-
interstitial inflammation.

Risk factors for the development of tumor lysis syndrome include highly chemo-
sensitive malignancies, large tumor burden, effective cytolytic chemotherapeutic 
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agents, and underlying chronic kidney disease. The most common malignancies 
associated with tumor lysis syndrome include non-Hodgkin’s lymphoma, acute leu-
kemia, and various solid tumors.

40.5  Management

The management of AKI in cancer patients is symptomatic and consists of manage-
ment of the underlying cause, in addition to hemodynamic resuscitation, correction 
of intravascular hypovolemia, and discontinuation of potentially nephrotoxic drugs 
if possible. In the setting of AKI due to severe cytokine release syndrome, treatment 
with an interleukin (IL)-6 receptor blocker and/or steroids may reduce adverse 
effects but will also impact the effectiveness of the anticancer therapy. In case of 
hyperuricemia and tumor lysis syndrome, recombinant urate oxidase (rasburicase) 
may be employed.

40.6  Outcomes

AKI in cancer patients has numerous deleterious consequences, including increased 
mortality, a longer stay in hospital, high healthcare costs, and a lower rate of cancer 
remission [8, 13]. Mortality is particularly high in patients with more severe AKI or 
those requiring RRT [11]. Salahudeen et al. demonstrated a decrease in survival in 
cancer patients with AKI [3]. Using modified RIFLE criteria, 12% of patients admit-
ted to the hospital had AKI, with rates in the risk, injury, and failure categories of 
68%, 21%, and 11%, respectively. Dialysis was required in 4% of patients. In 
patients with AKI, length of stay (100%), cost (106%), and odds for mortality (4.7- 
fold) were significantly greater. In addition, AKI in patients with newly diagnosed 
hematological malignancies was associated with a lower 6-month complete remis-
sion rate (39.4% in patients with AKI vs. 68.3% in patients without AKI), and 
14.6% of patients with AKI received suboptimal chemotherapy [9]. Interestingly, a 
recent meta-analysis concluded that hospital mortality of critically ill cancer patients 
had steadily decreased over time after adjustment for patients’ characteristics and 
severity of illness except for allogeneic stem cell transplant recipients and patients 
requiring RRT [27].

The development of AKI negatively impacts the decision about current or 
future chemotherapeutic regimens. Furthermore, it often excludes patients from 
potentially beneficial clinical trials. The long-term consequences of AKI in the 
patient with cancer are highly variable and confounded by the overall severity of 
illness, age, and functional status of these patients. The impact of AKI on long-
term kidney function has been rarely reported in this subset of patients but appears 
to be variable. Some studies demonstrated that chronic RRT was required in only 
6% of patients whilst other studies reported long-term dialysis dependence in 
12.9–23% of patients with hematological malignancies and dialysis-requiring 
AKI [8, 10, 28].
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40.7  Conclusion

Advances in cancer therapy have led to better survival in cancer patients. However, 
AKI remains a serious complication and may adversely affect prognosis, including 
the chances for complete remission. Anticancer therapies play an important role in 
the development of AKI, including recent novel treatment strategies involving 
immune checkpoint inhibitors and CAR-T-cell therapy. Due to scarcity of possible 
measures to manage AKI, maximal attention should be paid to prevention and early 
recognition. A multidisciplinary approach from nephrologists, oncologists, inten-
sivists, pharmacists, and allied specialties is required to achieve this goal and opti-
mize the chances of success.

References

 1. Rosner MH, Perazella MA.  Acute kidney injury in patients with cancer. N Engl J Med. 
2017;376:1770–81.

 2. Uchida M, Kondo Y, Suzuki S, Hosohata K. Evaluation of acute kidney injury associated with 
anticancer drugs used in gastric cancer in the Japanese Adverse Drug Event Report Database. 
Ann Pharmacother. 2019;53:1200–6.

 3. Salahudeen AK, Doshi SM, Pawar T, Nowshad G, Lahoti A, Shah P. Incidence rate, clinical 
correlates, and outcomes of AKI in patients admitted to a comprehensive cancer center. Clin J 
Am Soc Nephrol. 2013;8:347–54.

 4. Jin J, Wang Y, Shen Q, Gong J, Zhao L, He Q. Acute kidney injury in cancer patients: a nation-
wide survey in China. Sci Rep. 2019;9:3540.

 5. Lahoti A, Kantarjian H, Salahudeen AK, et al. Predictors and outcome of acute kidney injury 
in patients with acute myelogenous leukemia or high-risk myelodysplastic syndrome. Cancer. 
2010;116:4063–8.

 6. Christiansen CF, Johansen MB, Langeberg WJ, Fryzek JP, Sørensen HT. Incidence of acute 
kidney injury in cancer patients: a Danish population-based cohort study. Eur J Intern Med. 
2011;22:399–406.

 7. Kitchlu A, McArthur E, Amir E, et al. Acute kidney injury in patients receiving systemic treat-
ment for cancer: a population-based cohort study. J Natl Cancer Inst. 2019;111:727–36.

 8. Darmon M, Vincent F, Canet E, et al. Acute kidney injury in critically ill patients with haema-
tological malignancies: results of a multicentre cohort study from the Groupe de Recherche en 
Réanimation Respiratoire en Onco-Hématologie. Nephrol Dial Transplant. 2015;30:2006–13.

 9. Canet E, Zafrani L, Lambert J, et al. Acute kidney injury in patients with newly diagnosed 
high-grade hematological malignancies: impact on remission and survival. PLoS One. 
2013;8:e55870.

 10. Soares M, Salluh JIF, Carvalho MS, Darmon M, Rocco JR, Spector N. Prognosis of critically 
ill patients with cancer and acute renal dysfunction. J Clin Oncol. 2006;24:4003–10.

 11. Libório AB, Abreu KLS, Silva GB Jr, et al. Predicting hospital mortality in critically ill cancer 
patients according to acute kidney injury severity. Oncology. 2011;80:160–6.

 12. Kemlin D, Biard L, Kerhuel L, et al. Acute kidney injury in critically ill patients with solid 
tumours. Nephrol Dial Transplant. 2018;33:1997–2005.

 13. Córdova-Sánchez BM, Herrera-Gómez Á, Ñamendys-Silva SA. Acute kidney injury classi-
fied by serum creatinine and urine output in critically ill cancer patients. Biomed Res Int. 
2016;2016:1–7.

 14. Azoulay E, Mokart D, Pène F, et al. Outcomes of critically ill patients with hematologic malig-
nancies: prospective multicenter data from France and Belgium—A Groupe de Recherche 
Respiratoire en Réanimation Onco-Hématologique Study. J Clin Oncol. 2013;31:2810–8.

N. Seylanova et al.



539

 15. Rosner MH, Perazella MA. Acute kidney injury in the patient with cancer. Kidney Res Clin 
Pract. 2019;38:295–308.

 16. Lommatzsch SE, Bellizzi AM, Cathro HP, Rosner MH. Acute renal failure caused by renal 
infiltration by hematolymphoid malignancy. Ann Diagn Pathol. 2006;10:230–4.

 17. Luciano RL, Brewster UC.  Kidney involvement in leukemia and lymphoma. Adv Chronic 
Kidney Dis. 2014;21:27–35.

 18. Nasr SH, Valeri AM, Sethi S, et al. Clinicopathologic correlations in multiple myeloma: a case 
series of 190 patients with kidney biopsies. Am J Kidney Dis. 2012;59:786–94.

 19. Rosner MH, Dalkin AC. Onco-nephrology: the pathophysiology and treatment of malignancy- 
associated hypercalcemia. Clin J Am Soc Nephrol. 2012;7:1722–9.

 20. Perazella MA. Onco-nephrology: renal toxicities of chemotherapeutic agents. Clin J Am Soc 
Nephrol. 2012;7:1713–21.

 21. Ozkok A, Edelstein CL. Pathophysiology of cisplatin-induced acute kidney injury. Biomed 
Res Int. 2014;2014:967826.

 22. Porta C, Cosmai L, Gallieni M, Pedrazzoli P, Malberti F. Renal effects of targeted anticancer 
therapies. Nat Rev Nephrol. 2015;11:354–70.

 23. Launay-Vacher V, Aapro M, De Castro G, et al. Renal effects of molecular targeted therapies in 
oncology: a review by the Cancer and the Kidney International Network (C-KIN). Ann Oncol. 
2015;26:1677–84.

 24. Manohar S, Kompotiatis P, Thongprayoon C, Cheungpasitporn W, Herrmann J, Herrmann 
SM. Programmed cell death protein 1 inhibitor treatment is associated with acute kidney injury 
and hypocalcemia: meta-analysis. Nephrol Dial Transplant. 2019;34:108–17.

 25. Cortazar FB, Marrone KA, Troxell ML, et  al. Clinicopathological features of acute kidney 
injury associated with immune checkpoint inhibitors. Kidney Int. 2016;90:638–47.

 26. Wanchoo R, Karam S, Uppal NN, et al. Adverse renal effects of immune checkpoint inhibitors: 
a narrative review. Am J Nephrol. 2017;45:160–9.

 27. Darmon M, Bourmaud A, Georges Q, et al. Changes in critically ill cancer patients’ short-term 
outcome over the last decades: results of systematic review with meta-analysis on individual 
data. Intensive Care Med. 2019;45:977–87.

 28. Park MR, Jeon K, Song JU, et al. Outcomes in critically ill patients with hematologic malig-
nancies who received renal replacement therapy for acute kidney injury in an intensive care 
unit. J Crit Care. 2011;26:107.e1–6.

 29. Bellomo R, Ronco C, Kellum JA, Mehta RL, Palevsky P. Acute Dialysis Quality Initiative 
workgroup. Acute renal failure - definition, outcome measures, animal models, fluid therapy 
and information technology needs: the Second International Consensus Conference of the 
Acute Dialysis Quality Initiative (ADQI) Group. Crit Care. 2004;8:R204–12.

 30. Mehta RL, Kellum JA, Shah SV, et al. Acute Kidney Injury Network: report of an initiative to 
improve outcomes in acute kidney injury. Crit Care. 2007;11:R31.

 31. Kidney Disease. Improving Global Outcomes (KDIGO) Acute Kidney Injury Work Group 
KDIGO Clinical Practice Guideline for Acute Kidney Injury. Kidney Int Suppl. 2012;2:1–138.

40 Onco-Nephrology: Acute Kidney Injury in Critically Ill Cancer Patients



Part XIV

Severe Complications



543© Springer Nature Switzerland AG 2020
J.-L. Vincent (ed.), Annual Update in Intensive Care and Emergency  
Medicine 2020, Annual Update in Intensive Care and Emergency Medicine, 
https://doi.org/10.1007/978-3-030-37323-8_41

A Clinician’s Guide to Management 
of Intra-abdominal Hypertension 
and Abdominal Compartment Syndrome 
in Critically Ill Patients

I. E. De laet, M. L. N. G. Malbrain, and J. J. De Waele

41.1  Introduction

Intra-abdominal hypertension (IAH) and abdominal compartment syndrome (ACS) 
are established causes of morbidity and mortality in critically ill patients [1]. When 
interest in postoperative IAH after major vascular, trauma, and general surgery 
arose in the 1980s, overt ACS was the only clinical syndrome recognized and 
decompressive laparotomy the only definitive treatment [2]. Since then, less extreme 
elevations in intra-abdominal pressure (IAP), defined as IAH, have been recognized 
to be highly prevalent among all types of patients admitted to the intensive care unit 
(ICU) [3].

Significant advances in the understanding of the pathophysiology, diagnosis, and 
management of IAH and ACS have occurred over the last few decades. The impor-
tance of IAH has been studied specifically in critically ill patients, leading to a better 
understanding of the mechanisms of organ dysfunction due to increased IAP and 
earlier opportunities for therapeutic intervention. Further, medical and minimally 
invasive techniques have been developed and reported to be potentially effective in 
small studies [4].

The World Society for the Abdominal Compartment Syndrome (WSACS, 
recently renamed as WSACS—the Abdominal Compartment Society [5]) was 
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founded in 2004 to “promote research, foster education and improve the survival of 
patients with IAH/ACS.” Consensus papers on IAP measurement and diagnosis and 
management of IAH/ACS were first published in 2006 and 2007 [1, 6] and a medi-
cal management algorithm in 2009 [7]. Subsequently, in 2013, the WSACS pub-
lished an updated evidence-based version of the definitions, guidelines, and medical 
management algorithm using GRADE methodology (Box 41.1) [8]. In this last 
manuscript, the definitions relating to IAP were updated.

Box 41.1 Definitions Related to Intra-abdominal Pressure (IAP) According to the 
World Society for the Abdominal Compartment Syndrome (WSACS) 2013 
Guidelines (Adapted from [8] Under the Terms of the Creative Commons 
Attribution Noncommercial License)

No. Definition
1. IAP is the steady-state pressure concealed within the abdominal cavity
2. The reference standard for intermittent IAP measurements is via the bladder with a 

maximal instillation volume of 25 ml of sterile saline
3. IAP should be expressed in mmHg and measured at end expiration in the supine 

position after ensuring that abdominal muscle contractions are absent and with the 
transducer zeroed at the level of the midaxillary line

4. IAP is approximately 5–7 mmHg in critically ill adults
5. IAH is defined by a sustained or repeated pathological elevation in IAP ≥12 mmHg
6. ACS is defined as a sustained IAP >20 mmHg (with or without an APP 

<60 mmHg) that is associated with new organ dysfunction/failure
7. IAH is graded as follows:

  Grade I, IAP 12–15 mmHg
  Grade II, IAP 16–20 mmHg
  Grade III, IAP 21–25 mmHg
  Grade IV, IAP >25 mmHg

8. Primary IAH or ACS is a condition associated with injury or disease in the 
abdominal pelvic region that frequently requires early surgical or interventional 
radiological intervention

9. Secondary IAH or ACS refers to conditions that do not originate in the 
abdominopelvic region

10. Recurrent IAH or ACS refers to the condition in which IAH or ACS redevelops 
following previous surgical or medical treatment of primary or secondary IAH or ACS

11. APP = MAP – IAP
12. A polycompartment syndrome is a condition where two or more anatomical 

compartments have elevated compartmental pressures
13. Abdominal compliance is a measure of the ease of abdominal expansion, which is 

determined by the elasticity of the abdominal wall and diaphragm. It should be 
expressed as the change in intra-abdominal volume per change in IAP

14. The open abdomen is one that requires a temporary abdominal closure due to the 
skin and fascia not being closed after laparotomy

15. Lateralization of the abdominal wall is the phenomenon where the musculature and 
fascia of the abdominal wall, most exemplified by the rectus abdominis muscles 
and their enveloping fascia, move laterally away from the midline with time

ACS abdominal compartment syndrome, MAP mean arterial pressure, IAH intra-abdominal 
hypertension, APP abdominal perfusion pressure
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The current medical management algorithm for IAH/ACS still has some limitations 
(Fig. 41.1). First, there is not enough evidence to support some of the interventions 
described in the algorithm. Second, the use of the algorithm at the bedside also 
requires an experienced clinician to select the treatment best suited to an individual 
patient as it does not provide clear, easy, patient-specific recommendations. Finally, 
management recommendations are chiefly based on a measured IAP value only, an 
approach likely to underestimate the importance of the dynamic evolution in the 
patient’s situation. Depending on the course of disease and concomitant organ 

• The choice (and success) of the medical management strategies listed below is strongly related to both the etiology of
 the patient's IAH / ACS and the patient's clinical situation. The appropriateness of each intervention should always be
 considered prior to implementing these interventions in any individual patient.
• The interventions should be applied in a stepwise fashion until the patient's intra-abdominal pressure (IAP) decreases.
• If there is no response to a particular intervention, therapy should be escalated to the next step in the algorithm.

Patient has IAP ≥12 mmHg
Begin medical management to reduce IAP

(GRADE 1C)

Measure IAP at least every 4-6 hours or continuously.
Titrate therapy to maintain IAP ≤ 15 mmHg (GRADE 1C)

Evacuate intraluminal
contents
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Initiate gastro-/colo-
prokinetic agents

(GRADE 2D)

Evacuate intra-
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occupying lesions
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Optimize fluid
adminstration

Avoid excessive fluid
resuscitation
(GRADE 2C)

Aim for zero to
negative fluid balance
by day 3 (GRADE 2C)

Resuscitate using
hypertonic fluids,

colloids

Fluid removal through
judicious diuresis

once stable

Consider
hemodialysis/
ultrafiltration

Optimize systemic /
regional perfusion

Goal-directed fluid
resuscitation

Hemodynamic
monitoring to guide

resuscitation

If IAP > 20 mmHg and new organ dysfunction/ failure is present, patient's IAH/ACS is refractory to
medical management. Strongly consider surgical abdominal decompression (GRADE ID).

Remove constrictive
dressings. abdominal

eschars

Consider reverse
Trendelenborg

position

Consider neuro-
muscular blockade

(GRADE 1D)

Ensure adequate
sedation & analgesia

(GRADE 1D)

Abdominal ultrasound
to identify lesions

Abdominal computed
tomography to
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Percutaneous
catheter drainage

(GRADE 2C)

Consider surgical
evacuation of lesions
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Minimize enteral
nutrition

Administer enemas
(GRADE 1D)

Consider colonoscopic
decompression
(GRADE 1D)

Discontinue enteral
nutrition

IAH / ACS MEDICAL MANAGEMENT ALGORITHM

Fig. 41.1 WSACS medical management algorithm as presented in the 2013 guidelines. IAH intra-
abdominal hypertension, ACS abdominal compartment syndrome, IAP intra-abdominal pressure. 
Adapted from [8] under the terms of the Creative Commons Attribution Noncommercial License
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dysfunction, some cases of ACS can be managed conservatively whereas some 
cases of IAH may require immediate aggressive treatment including fast decision to 
proceed to decompressive laparotomy before reaching the value of 20 mmHg of 
IAP. This is important because use of decompressive laparotomy is associated with 
a number of potential complications (e.g., massive ventral hernia, enteric fistulae, 
and intra-abdominal sepsis), increased morbidity, and decreased quality of life, 
especially in younger patients [9–12].

The philosophy of the WSACS Guidelines has been to publish the best available 
evidence at the time of writing, with the hope that future research would necessitate 
ongoing revisions and updating of the Guidelines. The aim of this chapter is to pro-
vide the reader with a conceptual framework of how to translate the principles of the 
formal Consensus Guidelines into a practical approach at the bedside to manage a 
specific patient with IAH and ACS, taking into account patient physiology, current 
scientific evidence, and clinical experience.

41.2  Managing IAH and ACS: The Triangle Paradigm

It is important to understand that IAH, in contrast to ACS, is a continuum from 
(often) asymptomatic elevation of IAP to an immediately life-threatening situation 
(fulminant ACS), where dynamic evolution in both directions is possible. Therefore, 
it is difficult to identify triggers for interventions that may lead to complications 
(e.g., percutaneous drainage) or have adverse effects (e.g., sedation, muscle relax-
ation). Despite this, the optimal treatment choice for a specific patient with IAH/
ACS should take into account three critical elements: (1) the measured IAP value 
(or the degree/magnitude of IAP increase); (2) organ dysfunction characteristics (or 
the impact of increased IAP); and (3) nature and course of the underlying disease 
(Fig. 41.2). Using this triangular treatment paradigm enables us to fully acknowl-
edge the importance of the two other factors in addition to the measured IAP value.

41.2.1  Intra-abdominal Pressure (Culprit)

Although the IAP value has always been considered the most important factor in 
managing IAH/ACS, it should always be viewed within its context. Factors that 
need to be considered in an individual patient include the IAP measurement strategy 
and the context in which IAP is measured, the expected baseline value of IAP, the 
evolution of IAP over time, and the duration of time that the patient has already 
been exposed to IAH.

41.2.1.1  IAP Measurement and Interpretation
The reference standard for intermittent IAP measurement is via the bladder with a 
maximal instillation volume of 25 ml of sterile saline. IAP should be measured at end-
expiration in the supine position after ensuring that abdominal muscle contractions 
are absent and with the transducer zeroed at the level where the midaxillary line 
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crosses the iliac crest [8]. This generally means that IAP measurement is most reliable 
in completely sedated, mechanically ventilated patients. However, many mechani-
cally ventilated patients in the ICU are at some stage of a weaning process, exhibiting 
spontaneous breathing movements and possible patient- ventilator asynchrony and 
pain or distress. Similarly, critically ill patients who are not mechanically ventilated 
may be managed with noninvasive ventilation or exhibit respiratory failure, forced 
expiration, and pain or stress. All of the above processes may lead to abdominal wall 
contraction and increased IAP that may not be reflected by an increase in intra-
abdominal volume [13, 14]. Although there are no data as to whether increased IAP 
due to abdominal muscle activity in these groups of patients has the potential to cause 
organ dysfunction, it has been reported that in awake, non- critically ill patients with-
out suspicion of IAH, IAP can be as high as 20 mmHg without causing discernible 
organ dysfunction [15]. The impact of high positive end-expiratory pressure (PEEP; 
>12 cmH2O) on IAP is considered to be mild and adds 1–2 mmHg at most [16]. As 
deepening of sedation or using neuromuscular blocking agents may help to decrease 
IAP and control IAH for a limited period of time, it needs to be considered that deep-
ening of sedation may have deleterious effects on hemodynamics. Switching from 
assisted to controlled mechanical ventilation may sometimes result in a significant 
increase in intrathoracic pressure even with muscle relaxation and the expected posi-
tive effect on IAP will be negligible compared to its negative effects.

41.2.1.2  Baseline IAP Value and Dynamics
The baseline IAP may vary in individual patients. Obese patients in particular have 
higher baseline IAP values [17], which in some cases may be higher than the 
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Fig. 41.2 The triangle perspective on the management of intra-abdominal hypertension/abdomi-
nal compartment syndrome (IAH/ACS) in the individual patient
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threshold for IAH. One review found that IAP in individuals with a normal weight 
was around 5–6 mmHg, whereas it was much higher in obese patients with values 
above 12 mmHg and even above 14 mmHg in morbid obesity [16]. Other conditions 
associated with “physiologically” increased IAP include pregnancy [18] and liver 
cirrhosis with ascites [19]. Although this chronic IAP elevation may contribute to 
chronic forms of organ failure, including chronic kidney failure in patients with 
congestive heart disease and obesity [20] or pseudotumor cerebri in patients with 
obesity [21], slight increases from a higher starting value may have limited implica-
tions in critically ill patients. As such, an IAP of 16 mmHg may be insignificant if 
the baseline value was 13 mmHg, where it may cause organ injury if the baseline 
value was 6 mmHg. Unfortunately, the baseline IAP value is usually unknown and 
this effect is difficult to quantify.

41.2.1.3  Duration of IAH
In situations where exposure to IAH has already been prolonged (e.g., several days, 
in cases of delayed IAH diagnosis), organ dysfunction may not be reversible as 
quickly or fully as in more acute situations. We hypothesize that interventions aimed 
at lowering IAP are unlikely to have an immediate beneficial effect on organ func-
tion in this context, especially when IAH has caused or contributed to cellular organ 
injury (e.g., acute tubular necrosis). This highlights the importance of IAP monitor-
ing in at-risk patients to avoid delayed diagnosis [22]. On the other hand, one mea-
surement of elevated IAP does not constitute a definite diagnosis of IAH/ACS (as 
highlighted by the definitions in Box 41.1). Repetitive measurements are more 
likely to ascertain true IAP values and unmask potential measurement errors. Mild 
elevation of IAP, measured at one time point, is unlikely to cause organ dysfunction 
and seldom warrant immediate intervention, but should lead to repeated IAP 
measurement.

41.2.2  Organ (Dys)Function (Impact)

The second element of the triangle to consider is the resultant degree of organ dys-
function thought to be secondary to IAH and the rapidity with which it occurred. 
Many experimental studies have shown that subclinical organ injury develops at 
levels of IAP previously deemed to be safe (IAP between 12 and 15 mmHg), but as 
IAP increases, organ dysfunction will become more pronounced and a dose- 
dependent relationship between IAP and organ dysfunction has been demonstrated 
in many studies [23].

41.2.2.1  Severity of Organ Dysfunction
One of the key features of ACS is organ dysfunction and the absence of organ dys-
function should raise doubts about the reliability of the measurement or the inter-
pretation of the IAP value. The most extreme and urgent form of organ dysfunction 
in patients with ACS is the inability to ventilate, which requires urgent action. 
Another very frequent form of IAH-induced organ dysfunction is IAH- induced 
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acute kidney injury (AKI) [24]. There is extensive experimental evidence that 
AKI occurs at IAP levels as low as 12 mmHg [25]. In patients with ACS, AKI 
is usually firmly established with anuria and need for renal replacement therapy 
(RRT) unless early intervention is used to prevent this [25]. Organ dysfunction 
is not limited to the respiratory or renal system and may include hemodynamic 
instability, metabolic failure, gastrointestinal failure, and even intracranial hyper-
tension [26]. Often multiple organ systems will fail, and the clinical picture can 
mimic many conditions (e.g., septic shock, hypovolemia) associated with mul-
tiple organ dysfunction syndrome (MODS). Compartment pressures can also be 
increased in more than one compartment and this has been referred to as the poly-
compartment syndrome [27].

41.2.2.2  Organ Dysfunction Duration and Dynamics
The speed at which organ function deteriorates and the time-dependent relation-
ship with the increase in IAP are important elements to consider. A sudden 
increase in intra-abdominal volume, causing a sudden increase in IAP with subse-
quent organ dysfunction, warrants more aggressive treatment than a situation 
where a condition frequently associated with MODS is diagnosed concurrently 
with IAH and organ dysfunction. Indeed, in many conditions that are associated 
with IAH, the pathophysiology of the underlying disease (e.g., severe trauma, 
severe acute pancreatitis, or burns) may cause severe organ dysfunction and the 
exact role of increased IAP superimposed on this “primary” organ injury may be 
difficult to estimate. Baseline organ dysfunction (i.e., before IAH was present) as 
well as dynamics between concurrent increase in IAP and deterioration of organ 
function may offer a clue.

41.2.3  Etiology of IAH/ACS (Cause)

The third element to consider in IAH management is the etiology of the elevated 
IAP, which allows selection of the best possible treatment option. The course of 
disease also needs to be considered. An initial increase in IAP up to 18 mmHg after 
elective abdominal hernia repair may be well tolerated [28] and could be just 
observed, whereas the same value of IAP in a patient with severe acute pancreatitis 
and shock still needing massive fluid resuscitation to preserve organ perfusion pres-
ents a high risk for developing ACS and needs immediate attention and measures 
(e.g., sedation, muscle relaxation) to control the IAP.

All reasonable attempts should be made to ascertain the underlying disease 
leading to elevated IAP before starting treatment. Knowledge of the patient’s medi-
cal history and present condition and a full general and abdominal clinical exami-
nation usually offer the first clues. Directed imaging, such as ultrasound or 
computed tomography (CT), may also be necessary. A plethora of risk factors for 
IAH/ACS has been described, but they can be largely divided into three categories: 
increased intra-abdominal volume, decreased abdominal compliance, and a combi-
nation of both [13].
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41.2.3.1  Increased Intra-abdominal Volume
This can be caused by increased intraluminal or extraluminal volume within the 
abdominal cavity. The presence of increased intraluminal volume can be suspected 
based on the clinical circumstances and diagnosed with medical imaging techniques 
if indicated (e.g., gastric distention after gastroscopy due to gas insufflation, added 
colonic volume in Clostridium difficile colitis [29], or severe constipation). Increased 
extraluminal volume may accumulate freely in the abdominal cavity or localized in 
abdominal collections. Free abdominal air, fluid, or blood can be diagnosed easily by 
bedside ultrasound and can be evacuated by percutaneous catheter drainage. 
Extraluminal abdominal collections are mostly associated with underlying abdominal 
diseases (e.g., pancreatitis, abdominal sepsis, or abdominal hematoma) and usually 
require abdominal ultrasound or CT imaging for accurate diagnosis and treatment. 
Tissue edema—often in a context of resuscitation or fluid overload—may be another 
cause of increased extraluminal volume, without any discernible collections. In rare 
cases, IAH/ACS may be caused by increased native solid organ volume (e.g., spleno-
megaly or in solid organ transplants [30], e.g., in children receiving adult organs [31]).

41.2.3.2  Decreased Abdominal Wall Compliance
Abdominal wall compliance is a measure of the ease of abdominal expansion, which 
is determined by the elasticity of the abdominal wall and diaphragm [32]. When 
abdominal wall compliance is decreased, any increase in intra-abdominal volume is 
much more likely to produce a significant increase in IAP. Risk factors for decreased 
abdominal wall compliance can be divided into three categories, including those 
related to (1) body anthropomorphism and habitus (e.g., age, morbid obesity); (2) 
abdominal wall (e.g., burn eschars, rectus sheath hematoma, tight sutures or ban-
dages, ventral hernia repair, prone positioning); and (3) comorbidities (e.g., capil-
lary leak due to sepsis, burns, trauma, or pancreatitis) [33]. Large-volume fluid 
resuscitation, usually related to systemic inflammatory syndrome and biomediator 
activation, is one of the most important risk factors for the development of IAH/
ACS, due to its combined effects of increased intra-abdominal volume (both intra- 
and extraluminal due to ascites formation, gut edema, and ileus) and decreased 
abdominal wall compliance due to tissue edema of the abdominal wall. Respiratory 
cycle-related variations in IAP have been found to linearly increase with end- 
expiratory IAP and reflect abdominal wall compliance [34].

41.3  A Practical Approach Based on the IAH Triangle

The first two elements of the triangle (pressure and impact) will determine whether 
or not active attempts to decrease IAP should be considered, in what timeframe 
these attempts should produce a clinically relevant result, and what level or inva-
siveness (and possibility of complications) is required. The third element (cause) 
will determine which treatment option will most likely produce the desired result. 
At the bedside, three critical questions should be asked once IAH/ACS has been 
diagnosed (Fig. 41.3).
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41.3.1  Is an Intervention Required?

Why intervene: The decision to intervene will be guided by the presence of organ 
dysfunction caused by a relevant increase in IAP in a patient who has been diag-
nosed with a condition that may be associated with IAH and in which an interven-
tion is expected to have a beneficial impact on IAP as well as on organ function. The 
IAP value, the evolution of IAP over time, and the degree of organ dysfunction are 
the most important considerations. However, the measured IAP value should be 
interpreted carefully. If IAP is elevated in semiconscious or fully awake patients and 
organ function is normal or improving, techniques to reduce IAP are probably less 
warranted and may cause unnecessary complications. If IAP is normal after analge-
sia/sedation, IAH is unlikely to be a contributing factor to organ dysfunction. If IAP 
remains increased, an underlying cause of IAH is likely and additional diagnostic 
and/or therapeutic interventions are warranted.

41.3.2  How Urgent Is the Effect of the Intervention Required?

When to intervene: The urgency of an intervention in the setting of IAH/ACS 
depends on the measured IAP value, the rate of IAP increase, and the degree of 
organ dysfunction. In most situations, starting stepwise management should not 
be delayed and some situations require immediate invasive intervention. In gen-
eral, in patients with primary ACS, intervention is more urgent than in patients 
with secondary ACS where the clinician has more time to intervene. If adequate 
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oxygenation and/or ventilation cannot be maintained despite optimal ventilator 
settings, or circulation is severely compromised despite adequate fluid resuscita-
tion and vasopressor support, immediate decompression may be required—irre-
spective of the other interventions. If organ function is slowly deteriorating along 
with a gradually increasing IAP, using a technique expected to have a slower 
effect on IAP may be considered, if the potential for serious complications can be 
avoided by this strategy.

41.3.3  What Is the Best Method of Intervention?

How to intervene: The method of choice for treating IAH will be guided by both the 
cause that led to the IAH and the degree of organ dysfunction. Knowing the cause 
of IAH can help predict the effect of a specific intervention on IAP, both in magni-
tude and time to effect. The degree and dynamics of organ dysfunction should be 
considered to determine the desired decrease in IAP and the time allowed to achieve 
it. Many techniques to decrease IAP have been described and interventions may be 
aimed at lowering intra-abdominal volume (intra- or extraluminal volume), improv-
ing abdominal compliance, or both.

41.3.3.1  Reducing Intraluminal Volume
Evacuation of excess volume from the gastrointestinal tract can be accomplished by 
prokinetics and/or enemas. Decompression of the gastrointestinal tract by nasogas-
tric and/or rectal tubes or endoscopic decompression can be performed quickly and 
safely, but only the most proximal and distal parts of the gastrointestinal tract are 
accessible for easy intervention [8], thereby limiting their expected effectiveness in 
some patients. IAH/ACS due to small bowel dilatation may be difficult to treat non-
invasively. Even if surgery is not required for treatment of the underlying condition, 
decompressive laparotomy may be necessary, especially as the combination of 
abdominal visceral edema and increased IAP poses a significant risk for bacterial 
translocation or even bowel ischemia [35].

41.3.3.2  Reducing Extraluminal Volume
Percutaneous catheter drainage can be used as a definitive treatment in some cases 
(e.g., ascites in liver cirrhosis [36], burn patients with ACS [37]), but can also be 
used as a temporary measure in cases where investigation of the underlying disease 
is ongoing but organ dysfunction requires urgent decompression (e.g., decompres-
sion of pneumoperitoneum before evaluation for gastrointestinal tract perforation 
[38]) or after definitive treatment of the underlying condition to treat any residual 
IAH/ACS (e.g., evacuation of free abdominal blood after endovascular aortic recon-
struction for ruptured aortic aneurysm). This is a direct challenge to the classical 
adage that a diagnosis of overt ACS equals the need for decompressive laparotomy 
while, even in extreme circumstances, the etiology of ACS should be considered. As 
an example, several cases of ACS due to acute massive pneumoperitoneum, suc-
cessfully treated with needle decompression, have been published [38].
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41.3.3.3  Improving Abdominal Wall Compliance
Some conditions associated with impaired abdominal wall compliance can be easily 
corrected and enable fast and significant decrease in IAP.  Burn eschars can be 
treated with escharotomy [39], tight bandages can be released, and body position 
can be changed [13]. For other causes of decreased abdominal wall compliance, fast 
release is not possible or not desirable (e.g., release of a tight hernia repair). In these 
cases, other techniques to improve abdominal wall compliance can be attempted 
(such as analgesia and/or sedation [40], neuromuscular blockers [41], and changing 
body position [42]) when indicated. Since small changes in intra-abdominal vol-
umes can lead to significant changes in IAP in patients with decreased abdominal 
wall compliance, bedside ultrasound and removal of moderate amounts of ascites 
may offer relief of IAH/ACS, even if the main etiology of IAH is decreased abdomi-
nal wall compliance not amenable to nonsurgical treatment.

41.3.3.4  Decompressive Laparotomy
Decompressive laparotomy will decrease intra-abdominal volume in relation to the 
abdominal cavity and abdominal wall compliance and is as such the ultimate treat-
ment for ACS. However, the consequences are considerable and even with improved 
open abdomen management techniques this should—based on current knowl-
edge—only be reserved for treatment failures [10–12]. However, treatment failures 
should be identified swiftly when they occur and both the decision to proceed to 
decompressive laparotomy and the execution of that decision should not be delayed 
if the patient’s condition warrants urgent intervention. The anesthesiologist and/or 
intensivist should be aware that decompressive laparotomy can be a severe 
ischemia- reperfusion event, especially when IAP has been elevated for some time, 
and patients may require supportive measures to tolerate the intervention. After 
decompressive laparotomy, patients should still be treated according to the medical 
management principles, especially in terms of controlling fluid balance and 
improving abdominal compliance, in order to facilitate primary fascial closure. 
The success of this approach has been demonstrated by Cheatham et al. [43]. IAP 
should be monitored closely after decompressive laparotomy in order to prevent 
recurrent ACS [44].

41.4  Supportive Management of the Patient with IAH/ACS

This chapter focuses on the treatment of IAH/ACS in terms of treatment aimed at 
reducing IAP. It is important to realize that the presence of IAH/ACS may lead to 
changes in general ICU management [45]. Respiratory management is affected 
since studies have shown that higher ventilation pressures (both PEEP and plateau 
pressures) can be used safely in patients with increased IAP and may be warranted 
in order to maintain alveolar recruitment [46]. Elevated IAP has profound effects on 
the cardiovascular system and the microcirculation; it changes normal values for 
hemodynamic monitoring and can mimic a state of fluid responsiveness [47]. 
Administration of a fluid bolus may temporarily improve tissue perfusion although 
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fluid resuscitation is a major risk factor for (progression of) IAH/ACS [48]. Since 
IAH/ACS can have an impact on practically all organ systems, it should be a con-
sideration in all aspects of supportive ICU management [49], although a complete 
discussion on this topic is beyond the scope of this manuscript. Secondary IAH/
ACS is mainly an iatrogenic disease related to fluid overload after resuscitation; 
therefore, a more restrictive fluid management approach with limitation of fluid 
intake or fluid removal with diuretics or RRT with net ultrafiltration may have a 
beneficial effect on outcomes [50].

41.5  Conclusion

In 2013, the WSACS published evidence-based guidelines on the definitions, diag-
nosis, and treatment of IAH and ACS. Even with the implementation of these guide-
lines, making bedside decisions regarding the management of individual patients 
with IAH/ACS remains difficult, because of the wide variety of conditions associ-
ated with IAH/ACS, the broad spectrum of associated organ dysfunction, and the 
large number of treatment options available to decrease IAP.  In this chapter, we 
provide a clinical framework that provides insight into how to use the guidelines 
when managing a specific patient in daily practice. The key message is that treat-
ment should not be based solely on the degree of IAH, but also on the severity and 
dynamics of organ dysfunction as well as the etiology of IAH/ACS.

In general, the higher the IAP, the faster and more pronounced the rise in IAP and 
the more severe or deteriorating the organ dysfunction, the prompter and more 
aggressive treatment of IAH that is warranted. Therefore, frequent re-evaluation, 
taking into account the progression of IAH and course of disease and organ dys-
function, is necessary. If the underlying cause is well controlled and general condi-
tion is improving, the further course of IAH can usually be observed before initiating 
aggressive treatment. If there is underlying ongoing inflammation and fluid resusci-
tation continues, it is unlikely that IAH will decrease and more aggressive measures 
should be considered early.
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42Update on the Management 
of Iatrogenic Gas Embolism

N. Heming, M.-A. Melone, and D. Annane

42.1  Introduction

Gas embolism remains a poorly known medical problem albeit it is often of iatro-
genic origin and is associated with an unacceptably high rate of morbidity and mor-
tality. In this chapter, we will summarize the physiopathology, diagnosis, and 
management of iatrogenic gas embolism.

42.2  Definition and Epidemiology

Gas embolism results from a vascular breach leading to the entry of gas into the cir-
culation. Gas embolism is defined by the onset of clinical manifestations resulting 
from circulating gas. Gas embolism occurs in three main circumstances: pregnancy, 
trauma, and following medical or surgical procedures, i.e., iatrogenic gas embolism. 
In this chapter, we will focus on iatrogenic gas embolism. According to where gas 
enters into the circulation, the terms venous or arterial gas embolism are used. Gas 
embolism is a potentially catastrophic complication of numerous medical or surgical 
procedures [1]. The prevalence of iatrogenic gas embolism is estimated to be at least 
2.6/100,000 hospitalizations [2]. Gas embolism is likely underdiagnosed, under-
treated, and thus underreported. Its mortality rate in the short-term is approximately 
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8–12% [2–5]. Severe sequelae affect 9–35% of survivors (Table 42.1) [2–5]. The 
diagnosis is challenging in particular during general anesthesia. Indeed, visualization 
of gas in the circulation on its own may not mean that there will be clinical conse-
quences and is not sufficient to confirm the diagnosis of gas embolism.

42.3  Physiopathology

There are two main mechanisms by which gas embolism may cause organ damage: 
mechanical obstruction and inflammation. First, the gas embolus interrupts flow when 
reaching a vessel with a smaller diameter causing ischemia in corresponding tissues. 
A venous gas embolus originates before the pulmonary filter and progresses to the 
right cardiac cavities. When the volume of the bubble is sufficiently large, acute car-
diac obstruction may occur [6]. Moderate size bubbles lodged in the pulmonary arter-
ies increase pulmonary vascular resistance and cause pulmonary hypertension [7], 
abnormal ventilation/perfusion ratios, and subsequently hypoxemia [8]. Small-sized 
bubbles may remain asymptomatic and clear through the pulmonary alveoli without 
causing any circulatory disorder. The brisk increase in right ventricular pressure may 
promote the migration of bubbles originating in the venous system into the arterial 
system, causing a paradoxical embolism. A paradoxical embolism occurs through the 
existence of a right-left shunt, including patent foramen ovale, a condition present in 
20–30% of the adult population [9]. Mechanical ventilation, particularly with positive 
end-expiratory pressure (PEEP), promotes bubble progression through right-to-left 
shunting. Gas entering the systemic circulation may affect multiple organs, some-
times simultaneously. In experimental models of arterial gas embolism, there was 
evidence of gas in the cerebral, mesenteric, femoral, and coronary arteries [10].

Table 42.1 Mortality and neurological sequelae of gas embolism

First author 
[ref]

Number of 
patients Hyperbaric oxygen therapy

Death 
(%)

Neurological 
sequelae (%)

Murphy [3] 16 One session at 6 ATA (US Navy 6A) 12.5 37.5
Bitterman [31] 5 One session at 6 ATA (US Navy 6A) 20 20
Massey [32] 14 One session at 6 ATA (US Navy 6A) 21.4 71.4
Kol [33] 6 One session at 6 ATA (modified US 

Navy 6A)
One patient was treated for 90 min at 
2.8 ATA

33 17

Muskat [34] 4 One session at 6 ATA (US Navy 6A) 25 0
Ziser [4] 17 One session at 6 ATA (US Navy 6A)

One patient was treated for 90 min at 
2.8 ATA

18 35

Blanc [5] 86 One session at 6 ATA (US Navy 6A) 8 33
Bessereau [2] 125 One session at 4 ATA for 15 min with a 

decompression plateau pressure at 2.8 
ATA for 90 min

21 33

Beevor [35] 36 One session at 6 ATA (US Navy 6A) 9 36

ATA atmospheres absolute
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A bubble of gas entering the systemic circulation will travel until the caliber of the 
vessel is too small, forcing the bubble to slow down and then to stop, leading to end-
organ ischemia. During this process, a bubble will break up into smaller entities lead-
ing to multiple sites of ischemia. Owing to natural dissolution of gas into blood, the 
diameter of the intravascular bubbles decreases enabling the bubble to progress down-
stream to a vessel with a smaller diameter. As a result, ischemia-reperfusion injuries 
may occur. In addition, bubbles interact with the endothelium, triggering activation of 
platelets, leukocytes, complement system, coagulation cascade, fibrinolysis, and kinin 
systems [11–13]. The gas embolus may then become covered with fibrin and inflam-
matory cells or even lead to the formation of a blood clot. This will prevent the natural 
dissolution of the gas into the blood and prolong tissue ischemia.

A number of factors contribute to the severity of gas embolism. First, the type of 
gas will determine the speed of the natural dissolution of the bubbles into the blood 
with nitrogen being less soluble in the blood than oxygen or carbon dioxide. 
Intravascular gas volume of >50 ml may cause cardiac arrest, and administration of 
90 ml/s of air may be lethal in man. In case of venous air embolism, the gradient of 
pressure between the vessel breach and the right atrium is a major determinant of 
the volume and flow of air entering the circulation. Typically, the sitting position 
during neurosurgery or during manipulation of a central venous line is an important 
risk factor for serious cerebral air embolism [14]. Thus, maintaining the gradient of 
pressure at zero (supine position) or even negative (Trendelenburg position) usually 
prevents eruption of gas into the venous circulation. In addition to patient position, 
hypovolemia and early phase of inspiration in spontaneously breathing patients may 
also contribute to a positive gradient of pressure between the vessel’s hole and the 
right atrium.

42.4  Diagnosis

Sometimes entry of gas (usually air) into the vessels is directly seen, particularly 
following extracorporeal circulation or intravascular radiographic procedures. In 
this context, the diagnosis is immediate and does not require any further investiga-
tions. Likewise, clinical manifestations in circumstances such as a disconnected 
central venous line are sufficient to confirm the diagnosis of air embolism.

42.4.1  Conditions with Risk of Iatrogenic Gas Embolism

42.4.1.1  Venous Gas Embolism
A number of surgical procedures are particularly at risk of gas embolism. They 
include procedures requiring gas insufflation in a virtual cavity such as the pleura or 
the peritoneum [15] or in the gastroduodenal tract [16]. High-frequency jet ventila-
tion during surgery is also a common cause of venous air embolism. Surgical pro-
cedures in areas of no collapsible veins (i.e., epiploic and emissary veins and dural 
venous systems) may also promote gas entry into the circulation. For example, 
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neurosurgery of the posterior fossa in a patient in the sitting position is associated 
with gas embolism in 39% of cases [17]. Hysteroscopy or self-inflicted abortions, 
through damage to the veins of the myometrium is often associated with gas 
embolism.

Placement, manipulation, or removal of central venous lines, Swan-Ganz cathe-
ters, and dialysis catheters is the primary cause of iatrogenic air embolism [18] with 
a prevalence of 1/750 to 1/3000 [2, 19]. Gas embolism may also occur following 
invasive chest procedures, such as thoracoscopy and transthoracic punctures, and 
during mechanical ventilation with dynamic hyperinflation-induced alveolar breach.

42.4.1.2  Arterial Gas Embolism
Cardiopulmonary bypass (CPB) exposes to arterial gas embolism, and transcranial 
Doppler monitoring shows the presence of cerebral microbubbles in almost all 
patients [20]. Gas embolism-related death or major brain injuries may occur in 
1/2500 to 1/8000 cases [21]. There are many other procedures, particularly invasive 
radiography, that may be complicated by gas embolism [2, 22] (Table 42.2).

42.4.2  Clinical Manifestations

Symptoms of gas embolism are of sudden onset during procedures at risk. Sometimes 
symptoms may be delayed after the procedure, for example, following mobilization 
of the patient, or during recovery from general anesthesia. Symptoms are usually 
nonspecific signs of ischemia and/or inflammation.

A precordial “millwheel murmur” can occasionally be heard at the time of gas 
embolism, indicating gas in the cardiac chambers. More common are cardiac signs 
of obstruction of the pulmonary arteries, including pulmonary artery hypertension, 
reduced right ventricular preload, which may lead to lower left ventricular preload 
and reduced cardiac output, or signs of myocardial ischemia including chest pain, 
faintness, hypotension, cardiovascular collapse, bradycardia, tachyarrhythmia, or 
asystole. Neurological signs are related to cerebral ischemia, cerebral edema, and 
intracranial hypertension, and include headaches, coma, focal neurological signs 
(anosognosia, hemiparesis, or hemiplegia, ataxia), pyramidal signs, visual anoma-
lies (cortical blindness, hemianopsia), and seizures.

During general anesthesia for at-risk surgery, gas embolism can be diagnosed by 
a sudden decrease in end-tidal CO2 indicating a fall in cardiac output. Delayed 
awakening following surgery may be related to gas embolism of the pons or both 
hemispheres.

42.4.3  Laboratory Investigations

The diagnosis of gas embolism is often straightforward in the context of sudden 
onset of neurological and/or cardiorespiratory symptoms during a medical or 
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surgical procedure at risk. There is no biomarker of gas embolism and electrophysi-
ological studies, whether cerebral or cardiac, are useless and only provide evidence 
of nonspecific brain injuries or cardiac ischemia. During surgery, monitoring of 
end- tidal CO2, or monitoring by transesophageal echocardiography or transcranial 
Doppler allows early detection of gas embolism. In cases such as delayed awaken-
ing from general anesthesia, brain computed tomography (CT) scan may show gas 
in cerebral vessels (Fig. 42.1). Likewise, presence of gas in intrathoracic vessels or 
the cardiac cavity can also be demonstrated on chest X-ray, echocardiography, or 
CT scan.

Table 42.2 Procedures at risk for iatrogenic gas embolism

Procedures Mechanisms
Cardiac and vascular surgery
 Valve repair
 Coronary artery bypass grafting
 Inter-cavity communication closure
 Aortic aneurysm repair

Arterial air embolism

Interventional radiology
 Coronary angiogram
 Arteriography

Arterial air embolism

Transarterial chemo-embolization Arterial air embolism
Neurosurgery
 Posterior fossa
 Spinal surgery
 Endovascular intervention (e.g., thrombectomy)

Venous air embolism

Arterial air embolism
Extracorporeal circulation
 Arterio-venous ECMO
 Veno-venous ECMO
 Hemodialysis

Arterial air embolism

Venous air embolism

Central vascular access
 Placement, manipulation, removal of central line
 Cardiac catheterization
 Pacemaker placement

Venous air embolism

Peripheral venous access Venous air embolism
Thoracic procedures
 Pleural puncture/drainage
 Transparietal puncture/biopsy
 Bronchoscopy
 Laser treatment of the airways

Venous air embolism

Thoracoscopy/pleuroscopy Venous CO2 embolism
Mechanical ventilation
 High positive end-expiratory pressure
 Jet ventilation
 High frequency oscillatory ventilation

Venous air embolism

Endoscopic procedures requiring gas insufflation
 Laparoscopy
 Coelioscopy
 Endoscopic retrograde cholangio-pancreatography

Venous CO2 embolism

ECMO extracorporeal membrane oxygenation
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42.5  Treatment

42.5.1  Immediate Interventions

Any suspicion of gas embolism should prompt specific management. First, the 
invasive procedure should be terminated without delay and the patient be placed in 
the supine or Trendelenburg position. Whenever possible, gas should be removed 
from the right atrium and or the superior vena cava through the central venous line, 
and sometimes chest compression may help split a large embolus obstructing the 
heart [23, 24]. To further reduce the gradient pressure between a vessel’s breach 
and the right atrium, rapid volume expansion or shockproof trousers may be used 
[1]. Patients should be breathing at a fraction of inspired oxygen of 100%, and 
mechanical ventilation may help accelerate the clearance of gas from the cerebral 
circulation [25].

42.5.2  Hyperbaric Oxygen Therapy

Hyperbaric oxygen therapy is the gold standard treatment of gas embolism, and 
patients should be referred to the hyperbaric center without delay [1, 26, 27]. The 
administration of hyperbaric oxygen therapy is based on solid rationale. First, accord-
ing to gas physics, increasing atmospheric pressure will mechanically reduce the 
volume of bubbles in the body. The Boyle and Marriote law states that for a given 
mass of confined gas, and as long as the temperature is constant, the product of pres-
sure and volume is constant. As shown in Fig. 42.2, increase of absolute pressure to 

Fig. 42.1 Computed tomography (CT) scan of the brain (left panel) and the thorax (right panel), 
in a 38-year-old woman who presented suddenly with headaches, bilateral blindness, and chest 
pain 4 h after coelioscopy for ovarian resection. CT scan showed multiple air-density areas in both 
cerebral hemispheres (left panel) and a right pneumothorax and air in the intrathoracic vessels 
(right panel)
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2 and 3 bars reduced the volume of gas by two- and threefold, respectively. The 
magnitude of the reduction in the size of bubbles is much less above 3 bar, suggesting 
that in medical practice there is limited added value of high pressurization (i.e., above 
2.8 bar). Second, according to the Dalton law, increase in absolute pressure increases 
blood oxygen content with denitrogenation accelerating the dissolution of nitrogen 
into the blood and subsequently diminishing the size of circulating air bubbles [21, 
24]. Table 42.3 illustrates the relationship between increase in atmospheric pressure 
and alveolar oxygen pressure and arterial oxygen content. Finally, hyperbaric oxy-
gen therapy contributes to reducing brain vascular permeability, edema, and intracra-
nial pressure improving the cerebral perfusion pressure [28, 29].

In patients, the evidence supporting hyperbaric oxygen therapy comes from 
cohort studies (Table 42.1). The most recent and largest cohort study found that 1 
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Table 42.3 Relationship between atmospheric pressure, alveolar oxygen pressure (PAO2), and 
arterial oxygen content (CaO2)

Atmospheric pressure
PAO2

FiO2: 21%
PAO2

FiO2: 100%
CaO2

FiO2: 21%
CaO2

FiO2: 100%
ATA mmHg mmHg mmHg Vol (%) Vol (%)
1 760 102 673 0.32 2.09
2 1520 262 1053 0.81 3.26
3 2280 422 1433 1.31 6.80
4 3040 582 1813 1.80 9.34
6 4560 902 2193 2.80 14.53

FiO2 inspired fraction of oxygen, ATA atmospheres absolute
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year after one session of hyperbaric oxygen therapy, 78/119 patients had survived 
severe iatrogenic gas embolism free of sequelae [2]. Long-term major neurological 
sequelae, i.e., a Glasgow outcome scale of three or lower, were seen in only 12/119 
patients. Risk factors for mortality at 1 year included an initial cardiac arrest and a 
Babinski sign. Likewise, a Babinski sign upon ICU admission was a strong and 
independent predictor of major neurological sequels at 1 year. There is no random-
ized trial comparing hyperbaric oxygen therapy versus normobaric oxygen ther-
apy. Such a trial would be ethically challenging owing to the iatrogenic nature of 
gas embolism, the strong rationale and the consistency in the results of cohort 
studies. One large cohort study found that when hyperbaric oxygen therapy was 
delivered within 6 h from gas embolism, the recovery rate was dramatically better 
than if this treatment was delayed (38/56 versus 12/30) [5]. Furthermore, with 
appropriate preventative measures for oxygen neurotoxicity and barotrauma, 
hyperbaric oxygen therapy has consistently been reported to be safe with infre-
quent undesirable effects [30]. Nevertheless, a number of issues have not been 
addressed so far, including which absolute pressure, which duration, and how 
many hyperbaric sessions are optimal.

42.6  Conclusion

Gas embolism is an underestimated and potentially cataclysmic complication of 
invasive procedures. Physicians should suspect gas embolism whenever there is 
sudden onset of cardiac, neurological, or respiratory symptoms during an at-risk 
procedure. Whenever suspected, gas embolism should prompt termination of the 
procedure and rapid management of patients, including positioning and breath-
ing high oxygen concentrations, while being referred to the hyperbaric center. 
Iatrogenic gas embolism remains associated with an unacceptably high morbid-
ity and mortality.
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43Alcohol Withdrawal Syndrome in the ICU: 
Preventing Rather than Treating?

M. Geslain and O. Huet

43.1  Introduction

Alcohol use disorders are a major health issue worldwide as they are a component 
of many diseases and injuries. The health burden of alcohol consumption has been 
well reported by the World Health Organization (WHO), and it is now acknowl-
edged that pathologic consumption of alcohol is an independent cause of health 
frailty [1]. Because of this acquired frailty, patients with alcohol use disorders are 
more prone to be admitted to hospital general wards and also to intensive care units 
(ICU) [2, 3]. Chronic alcohol consumption leads to well-known diseases, but the 
effects of alcohol withdrawal on short- and long-term outcomes are less acknowl-
edged. ICU admission of a patient suffering from an alcohol use disorder may lead 
to a forced and unplanned withdrawal. Alcohol withdrawal will have a wide range 
of clinical manifestation with its extreme represented by delirium tremens [4]. 
Delirium tremens was first described by Dr. Sutton in England in 1813. He reported 
16 cases of delirium tremens, which he treated with opium and was the first practi-
tioner to link delirium tremens to alcohol withdrawal.

Alcohol withdrawal is an independent factor for disease severity with an 
increased morbidity and risk of mortality for ICU patients [5, 6]. Moreover, alcohol 
withdrawal will worsen the severity of the disease requiring ICU admission. Despite 
its severity, there are only a few studies that have tested strategies to avoid and treat 
alcohol withdrawal. Therefore, acute alcohol withdrawal is often poorly diagnosed 
and treated in hospitalized patients, and this is even more obvious for ICU patients. 
The lack of evidence leads to non-standardized treatment and follow-up with a sig-
nificant risk of negative consequences on patient outcome.

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37323-8_43&domain=pdf
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In this chapter, we will address definition and epidemiology of alcohol use disor-
ders, and the diagnosis and treatment of acute alcohol withdrawal with a special 
focus on ICU patients.

43.2  Alcohol Use Disorders: Definition and Epidemiology

Alcohol use disorders are defined in the Statistical Manual of Mental Disorders 
(DSM-5) [7]. Initially, the DSM-4 definition included 11 criteria to define alco-
hol abuse and alcohol dependence. In DSM-5, these are now grouped under the 
name of alcohol use disorders as soon as a patient meets 2 of the 11 criteria. This 
definition is based on the relationship between the patient and the substance he/
she is addicted to. Alcohol addiction is diagnosed by the presence of cognitive, 
behavioral, and psychological symptoms linked to the consumption of alcohol 
independent of the amount of alcohol consumed daily. Three stages of disorders 
are described, from mild to severe. Although this definition is suitable for long-
term assessment of patients, it is hard to use in daily clinical practice to detect 
patients at risk of alcohol use disorders and alcohol withdrawal syndrome, espe-
cially in the ICU.

Another approach to evaluate the impact of alcohol consumption on public health 
has been suggested by the WHO [1]. This definition is based on a continuum 
between recreational alcohol consumption and addiction (Fig. 43.1). It is correlated 
to the amount of alcohol consumption by the individual. Therefore, the definition of 
alcohol use disorders by the WHO includes harmful alcohol use and alcohol depen-
dence. Harmful alcohol use occurs when the daily alcohol consumption may or will 
lead to negative consequences for the patient or his/her environment. For example, 
the French society of alcohology defines harmful alcohol use as occurring as soon 
as the daily alcohol consumption is greater than two glasses of wine for females and 
three glasses for men (with a glass containing 10 g of alcohol) every day. Although 
this threshold may vary among patients depending on medical history, it draws a 
line between normal and pathologic behavior. This definition may be helpful for 
clinicians and researchers.
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The epidemiological study from the WHO shows that 4.1% of the world popula-
tion has an alcohol use disorder [1]. There is a major geographic disparity as Europe 
is the region where the incidence of alcohol use disorders is the highest. Currently, 
7.5% of the adult population suffers from alcohol use disorders in Europe, and the 
average consumption is the highest in the world with 12.5 liters of pure alcohol per 
year per person older than 15 years of age.

Mortality caused by alcohol use disorders is considerable as, in 2012, 3.3 million 
deaths were estimated to be caused by alcohol consumption. This represents 1 in 
every 20 deaths in the world. The highest numbers of deaths are due to cardiovascu-
lar disease, followed by injuries, gastrointestinal disease, and cancers. The health 
burden is also critical as in 2012, 5.1% of the global burden of health and injury was 
attributable to alcohol.

The severity of disease related to alcohol use disorders is likely to lead patients 
to require ICU admission at some point. Up to 20% of patients currently admitted 
to ICUs have an alcohol use disorder, making this one of the most common medical 
history conditions in ICU patients [2, 8]. Despite this fact, alcohol use disorders are 
often underestimated or ignored by clinicians compared to other chronic diseases 
such as cardiovascular diseases.

43.3  Alcohol Withdrawal Syndrome: Pathophysiology 
and Definition

Although it is acknowledged that a wide range of chronic diseases can be attributed 
to alcohol use disorders, the impact of alcohol withdrawal syndrome on short- and 
long-term outcome is less known [9, 10]. Any emergency hospital admission of a 
patient suffering from an alcohol use disorder involves an unplanned interruption of 
alcohol consumption exposing the patient to the risk of an acute withdrawal. The 
effect of alcohol on the central nervous system (CNS) is mainly mediated by gamma 
aminobutyric acid (GABA) receptors and N-methyl-d-aspartate (NMDA) receptors. 
During chronic alcohol consumption, GABA receptors are activated and NMDA 
receptors inhibited. Alcohol’s GABA-like effect explains the clinical signs observed 
during alcohol intake (drunkenness, drowsiness). On the other hand, chronic alco-
hol consumption leads to a decrease in GABA-related activity and a compensatory 
increase in NMDA activity. When an equilibrium is reached, a patient’s tolerance to 
the effects of alcohol increases. This acquired tolerance to alcohol’s effects leads the 
patient to increase his/her consumption. The combination of chronic alcohol/acute 
withdrawal-induced increases in NMDA receptor function and acute alcohol-
induced NMDA receptor inhibition during the early stages of withdrawal is likely to 
generate a hyperexcitable state. This can increase brain activity and lead to with-
drawal symptoms [11]. Generally, this excitotoxicity during alcohol withdrawal 
contributes to alcohol-related neuronal loss in the brain.

The symptoms of alcohol withdrawal syndrome develop within a few hours to a 
few days after an individual stops drinking [12, 13]. These can include the follow-
ing: insomnia (trouble sleeping); autonomic symptoms (including sweating or 
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racing heart); increased hand tremors (known as “the shakes”); nausea and/or vom-
iting; psychomotor agitation (feeling physically restless, inability to stop moving); 
anxiety; seizures (typically the generalized tonic-clonic type, which is characterized 
by rhythmic, yet jerking movement, especially of the limbs); and hallucinations, or 
perceptual disturbances of the auditory, tactile, or visual type (the rarest of alcohol 
withdrawal symptoms).

The diagnosis of acute alcohol withdrawal can be made if there is evidence of the 
interruption of alcohol consumption and if at least two of the clinical signs are 
observed. Clinical manifestations of alcohol withdrawal can be more or less severe, 
and up to 50% of patients with alcohol use disorders will suffer from withdrawal. 
The most severe and spectacular clinical manifestation of alcohol withdrawal is 
delirium tremens. Delirium tremens is defined by the following symptoms: impaired 
consciousness, severe cognitive disorders, acute withdrawal symptoms fluctuating 
over time and no other cause of delirium.

Up to 20% of patients suffering from acute withdrawal syndrome will have delir-
ium tremens with major acute and long-term consequences. The acute consequences 
of delirium tremens can easily be recognized (seizure, aggressiveness, exposure to 
sedative medication and physical restraints, increased hospital length of stay), but 
long-term consequences are poorly known. Chronic alcohol exposure progressively 
damages the CNS leading to dementia, but the occurrence of alcohol withdrawal 
syndrome also induces neuron damage, increasing and accelerating the risk of long- 
term CNS damage. It also has a cumulative effect.

Therefore, alcohol withdrawal syndrome is a severe and acute disease that often 
occurs in the ICU and needs to be carefully assessed and not underestimated. Better 
knowledge of this disease is critical and considering a prophylactic approach seems 
relevant.

43.4  Current Guidelines for Alcohol Withdrawal Syndrome

There are several recent guidelines regarding alcohol withdrawal syndrome [13–
15]. These guidelines draw almost the same conclusions regarding the treatment 
for alcohol withdrawal: benzodiazepines [16] are the first line of treatment as they 
decrease the severity of the withdrawal symptoms and reduce the onset of sei-
zures and delirium tremens. The following environmental measures should also 
be combined with prescription of a benzodiazepine: inform the patient about the 
symptoms he/she may experience; reassure the patient and provide comfort care; 
provide a safe and quiet environment; restore diurnal rhythm; early mobilization; 
provide patients with their glasses, dental prostheses, earing devices; provide free 
access to water. Measures should also be taken to correct fluid and electrolyte 
disturbances and provide B1 vitamin supplementation to prevent Gayet-Wernicke 
encephalopathy.

However, all these guidelines stress the weakness of the available evidence. The 
studies referred to in these guidelines are old and have a low level of proof, small 
sample sizes, and a wide range of studied treatments and endpoints, which make 
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them difficult to compare. This finding made Dr Clark, president of the American 
Society of Addiction Medicine, state, “There is a current lack of guidance around 
alcohol withdrawal management that has led to inadequate clinical practices, par-
ticularly in inpatient medical and surgical units, and patients are suffering as a 
result” [14].

43.5  Alcohol Withdrawal in the ICU

In the ICU, up to 20% of patients have an alcohol use disorders, and up to 50% of 
these patients are at risk of severe alcohol withdrawal syndrome depending on the 
study [3, 17]. Thus, alcohol use disorders represent an independent frailty even in 
the absence of symptoms of withdrawal. In fact, alcohol use disorder is indepen-
dently associated with an increased ICU length of stay, ICU mortality, and inci-
dence of sepsis compared to the overall ICU population. The occurrence of alcohol 
withdrawal syndrome during the ICU stay is also an independent factor for severity 
as it increases ICU length of stay, complication rates, and increases costs of care 
[18, 19]. Although the data come from early studies, it is striking to note that the 
mortality of untreated alcohol withdrawal syndrome can reach 15–20%, but only 
2% when appropriately treated.

Only a few studies have tested medical interventions to prevent alcohol with-
drawal in the ICU. The treatments tested were alcohol prescription, benzodiaze-
pines, alpha-2 agonists, and neuroleptics. Alcohol prescription has been compared 
to benzodiazepines to prevent acute withdrawal syndrome [20]. The primary out-
come was a difference in the sedation agitation scale; there was no difference 
between the groups. Therefore, alcohol prescription is not recommended to prevent 
alcohol withdrawal as it seems inefficient and may expose patients to adverse 
effects.

Benzodiazepines are considered to be the first line of treatment for alcohol with-
drawal [21]. A large range of medications is available with various delays of onset 
of action and half-life. No superiority has been found between the different avail-
able molecules regarding efficacy. Second-line treatments such as neuroleptics, 
alpha-2 agonists, propofol, and barbituric have also been tested [22, 23]. 
Unfortunately, most of the studies have a low level of evidence.

Clonidine has been tested in association with other treatments and was not asso-
ciated with any advantage. Mueller et al. tested the addition of dexmedetomidine to 
lorazepam in the treatment of alcohol withdrawal [24]. In this randomized, double- 
blind, placebo-controlled trail enrolling 24 patients with severe alcohol withdrawal 
symptoms (Clinical Institute Withdrawal Assessment [CIWA] > 15), the adjunction 
of dexmedetomidine reduced short-term (day 1) lorazepam exposure but not long 
term (up to day 7). Bielka et al. reported comparable results [25]. Therefore, more 
studies are needed to confirm these results. Evidence for the use of neuroleptics is 
scarce as they have not been tested against benzodiazepines.

On the other hand, it has been demonstrated that the titration of treatment to the 
symptoms is better than systematic administration, regardless of the intensity of the 
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symptoms. This approach seems to be beneficial. DeCarolis et al. reported that a 
symptom-driven protocol for the treatment of severe alcohol withdrawal in ICU 
patients significantly decreased the amount of medication required to control with-
drawal symptoms [26]. The study also demonstrated that a symptom-driven proto-
col decreased the duration of withdrawal symptoms, ICU and hospital length of 
stay. Other studies have since confirmed the positive results of this approach.

Thus, it seems critical to be able to quantify the intensity of withdrawal symp-
toms. For non-intubated patients, the revised CIWA for alcohol (CIWA-ar) is avail-
able (Table 43.1) [27]. The CIWA-ar score is a specific score allowing the severity 
of withdrawal to be staged from mild (CIWA-ar <8) to moderate (9< CIWA-ar 
<15) to severe (CIWA-ar >15). It can easily be performed by any care team mem-
ber. For intubated patients, the usual scores for agitation, such as the Riker 
Sedation-Agitation scale or the Richmond Agitation-Sedation Scale (RASS), can 
be used [28, 29].

Some patients may suffer from acute withdrawal syndrome resistant to benzodiaz-
epines. This severe form of withdrawal is only encountered in the ICU, as the amount 
of benzodiazepine reached to control the symptoms requires continuous medical 
supervision. The amount of benzodiazepine requiring this supervision has arbitrarily 
been defined as >40 mg of diazepam given in 1 h, and salvage treatment is then required 
[30]. The management of severe resistant alcohol withdrawal has been reported by 
Wong et al. in a multicenter observational study [30]. In this study, propofol was the 
most used adjunct sedative treatment (57%), followed by anti- psychotics (27.5%) and 
dexmedetomidine (14%) [30]. The study also pointed out a great heterogeneity in the 
prescriptions and combination of drugs. The use of midazolam in continuous infusion 
seems of interest because of its pharmacodynamics as midazolam is a fast acting mol-
ecule with a short half-life. Another interesting result of this study was the lower rate of 
complications in the benzodiazepine-alone patients compared to patients receiving a 
combination of drugs.

Severe resistant withdrawal syndrome may lead to delirium tremens. 
Complications of delirium tremens in the ICU are poorly described; however, 
patients are at high risk of uncontrollable agitation requiring deep sedation and 
mechanical ventilation. The need for mechanical ventilation during severe alco-
hol withdrawal syndrome varies from 10% to 50% of patients depending on the 
study, but it seems that it occurs more frequently in benzodiazepine-resistant 
withdrawal with up to 73% of the patients requiring mechanical ventilation [23]. 
Other complications are mainly traumatic with falls, pulling out central lines and 
tubes, etc. The prevalence of these self-inflicted traumas reported in one study 
was 50%.

The difficulty of alcohol withdrawal syndrome management in the ICU lies in 
the fact that not all patients with a medical history of alcohol use disorders will 
present with clinically significant alcohol withdrawal syndrome. Therefore, it is 
not ethically possible to administer a prophylactic treatment to all patients with a 
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Table 43.1 The revised Clinical Institute Withdrawal Assessment for alcohol [28]

Clinical Institute Withdrawal Assessment of Alcohol Scale, Revised (CIWA-Ar)
Patient: ………………………………………… Date: ……………… Time: …………………. 
(24 h clock, midnight = 00:00)
Pulse or heart rate, taken for 1 min: ……………………. Blood pressure: ……………………
NAUSEA AND VOMITING—Ask “Do you 
feel sick to your stomach? Have you 
vomited?” Observation.
0- no nausea and no vomiting
1- mild nausea with no vomiting
2-
3-
4-  intermittent nausea with dry heaves
5-
6-
7-  constant nausea, frequent dry heaves, and 

vomiting

TACTILE DISTURBANCES—Ask “Have 
you any itching, pins and needles sensations, 
any burning, any numbness, or do you feel 
bugs crawling on or under your skin?” 
Observation.
0- none
1- very mild itching, pins and needles, burning 
or numbness
2- mild itching, pins and needles, burning or 
numbness
3- moderate itching, pins and needles, burning 
or numbness
4- moderately severe hallucinations
5- severe hallucinations
6- extremely severe hallucinations
7- continuous hallucinations

TREMOR—Arms extended and fingers 
spread apart. Observation.
0- no tremor
1- not visible, but can be felt fingertip to 
fingertip
2-
3-
4- moderate, with patient’s arms extended
5-
6-
7- severe, even with arms not extended

AUDITORY DISTURBANCES—Ask “Are 
you more aware of sounds around you? Are 
they harsh? Do they frighten you? Are you 
hearing anything that is disturbing to you? Are 
you things you know are not there?” 
Observation.
0- not present
1- very mild harshness or ability to frighten
2- mild harshness or ability to frighten
3- moderate harshness or ability frighten
4- moderately severe hallucinations
5- severe hallucinations
6- extremely severe hallucinations
7- continuous hallucinations

PAROXYSMAL SWEATS—Observation.
0- no sweat visible
1-  barely perceptible sweating, palms moist
2-
3-
4-  beads of sweat obvious on forehead
5-
6-
7- drenching sweats

VISUAL DISTURBANCES—Ask “Does the 
light appear to be too bright? Is its color 
different? Does it hurt your eyes? Are you 
seeing anything that is disturbing to you? Are 
you seeing things you know are not there?” 
Observation.
0- not present
1- very mild sensitivity
2- mild sensitivity
3- moderate sensitivity
4- moderately severe hallucinations
5- severe hallucinations
6- extremely severe hallucinations
7- continuous hallucinations

(continued)
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history of an alcohol use disorder. This would expose a large number of patients to 
unnecessary prophylaxis, which could lead to several adverse effects, including 
delirium, falls, sedation, or respiratory depression. Therefore, a key to improving 
standard of care is to be able to detect patients at risk of severe alcohol withdrawal 
before clinical signs occur. Once this screening has been performed, a standardized 
protocol to prevent alcohol withdrawal syndrome should improve patient 
outcome.

Wood et al. performed a systematic review of rational clinical examinations to 
assess whether some clinical signs had good likelihood ratios, sensitivity, and speci-
ficity to detect patients at risk of severe alcohol withdrawal syndrome [31]. A his-
tory of delirium tremens and a systolic blood pressure >140 mmHg on admission 
were associated with an increased likelihood of severe alcohol withdrawal syn-
drome, but the authors reported that no single symptom or sign could exclude severe 
alcohol withdrawal syndrome.

However, they isolated six high-quality studies evaluating combinations of clini-
cal findings that were useful for identifying patients at risk of alcohol severe 

Table 43.1 (continued)

ANXIETY—Ask “Do you feel nervous?” 
Observation.
0- no anxiety, at ease
1- mild anxious
2-
3-
4-  moderately anxious, or guarded, so anxiety 

is inferred
5-
6-
7-  equivalent to acute panic states as seen in 

severe delirium or acute schizophrenic 
reactions

HEADACHE, FULLNESS IN HEAD—Ask 
“Does your head feel different? Does it feel 
like there is a band around your head? Do not 
rate for dizziness or lightheadedness. 
Otherwise, rate severity.” Observation.
0- not present
1- very mild
2- mild
3- moderate
4- moderately severe
5- severe
6- very severe
7- extremely severe

AGITATION—Observation.
0- normal activity
1-  somewhat more than normal activity
2-
3-
4- moderately fidgety and restless
5-
6-
7-  paces back and forth during most of the 

interview, or constantly thrashes about

ORIENTATION AND CLOUDING OF 
SENSORIUM—Ask “What day is this? 
Where are you? Who am I?”
0- oriented and can do serial additions
1- cannot do serial additions or is uncertain 
about date
2- disoriented for date by no more than 2 
calendar days
3- disoriented for date by more than 2 calendar 
days
4- disoriented for place/or person
Total CIWA-Ar Score: ………
Rater’s Initials: ………
Maximum Possible Score 67
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withdrawal syndrome. Among them the Prediction of Alcohol Withdrawal Severity 
Scale (PAWSS) seemed to be the most useful.

The PAWSS (Table 43.2) was prospectively developed by Maldonado et al. in 
patients from general medicine and surgery units [32]. They separated patients into 
two groups: patients with a PAWSS <4 and patients with a PAWSS ≥4. This cutoff 
enabled identification of patients at risk of severe alcohol withdrawal syndrome 
with a specificity of 99.5% and a sensitivity of 93.1%. Despite the fact that the score 
was only tested on a relatively small sample size (403 patients), the results seem 
encouraging.

By using a score, it therefore seems possible to detect patients at risk of alcohol 
withdrawal syndrome. This early detection should enable us to change our current 
approach. Instead of starting to treat patients when they show the first signs of with-
drawal, it is possible to have a prophylactic approach. Knowing the impact of alco-
hol withdrawal syndrome on short- and long-term prognosis of patients with alcohol 
use disorders, a prophylactic approach, when possible, seems more clinically and 
ethically relevant. Prophylaxis of alcohol withdrawal syndrome would include a 
bundle of environmental measures and a prophylactic treatment.

Table 43.2 The Prediction of Alcohol Withdrawal Severity Scale (PAWSS)

Part A: Threshold Criteria: (“+” or “−,” 
no point)

Have you consumed any amount of alcohol (i.e., been drinking) within the last 
30 d? Or did the patient have a “+” BAL upon admission?

………..

If the answer to either is YES, proceed with test: (1 point each)
PART B: Based on patient interview: (1 point each)
1. Have you been recently intoxicated/drunk within the last 30 d? ………..
2.  Have you ever undergone alcohol use disorder rehabilitation treatment or 

treatment for alcoholism? (i.e., inpatient or outpatient treatment programs or 
AA attendance)

………..

3.  Have you ever experienced any previous episodes of alcohol withdrawal, 
regardless of severity?

………..

4. Have you ever experienced blackouts? ………..
5. Have you ever experienced alcohol withdrawal seizures? ………..
6. Have you ever experienced delirium tremens or DTs? ………..
7.  Have you combined alcohol with other “downers” like benzodiazepines or 

barbiturates during the last 90 d?
………..

8.  Have you combined alcohol with any other substance of abuse during the last 
90 d?

………..

PART C: Based on clinical evidence: (1 point each)
Was the patient’s blood alcohol level (BAL) on presentation >200? ………..
Is there evidence of increased autonomic activity? (e.g., HR > 120 bpm, tremor, 
sweating, agitation, nausea)

………..

Total Score: 
………..

From [32] with permission
Notes: maximum score = 10. This instrument is intended as a SCREENING TOOL. The greater 
the number of positive findings, the higher the risk for the development of alcohol withdrawal 
syndromes. A score of ≥4 suggests HIGH RISK for moderate to severe alcohol withdrawal syn-
drome; prophylaxis and/or treatment may be indicated
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The molecule used for prophylaxis should meet the following criteria: effective 
on symptoms of alcohol withdrawal syndrome, fast acting, and easily reversible. 
Therefore, a benzodiazepine should be the medication to use, and among them mid-
azolam seems to meet all the criteria. Once initiated, treatment efficacy could be 
assessed using the CIWA-ar and treatment tolerance by assessing the RASS or the 
Riker Sedation-Agitation scale. An example of a prophylactic approach to prevent 
alcohol withdrawal syndrome in ICU patients is shown in Fig. 43.2.

PAWSS on admission

PAWSS >4

AWS Prophylaxis

Start Treatment:
Midazolam 0.5mg/h

Surveillance:
Efficacy: ClWA-ar/hour

Target:ClWA-ar<8
Tolerance: RASS/hour

Target: RASS 0, -1

PAWSS <4

No AWS Prophylaxis

Surveillance:
ClWA-ar/12 hours

If ClWA>8
Start AWS treatment

If ClWA-ar>8
- Increase infusion of MDZ by step

of 0.5 mg/h
- If rapid evolution of symptoms:

Boluses of 1mg

If RASS <-1
- Decrease infusion of MDZ

by step of 0.5mg/h
- Stop midazolam if

necessary and restart once
RASS>-I

If AWS resistant to Benzodiazepine
Consider rescue protocol

Fig. 43.2 Example of a prophylactic approach to prevent alcohol withdrawal syndrome (AWS). 
CIWA Clinical Institute Withdrawal Assessment, MDZ midazolam, PAWSS Prediction of Alcohol 
Withdrawal Severity Scale, RASS Richmond agitation and sedation scale Agitation-Sedation Scale
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43.6  Conclusion

It is well acknowledged that alcohol use disorders represent a worldwide health 
burden. Therefore, alcohol use disorder is common in the medical history of hos-
pitalized patients. On admission, patients are exposed to an acute and unplanned 
withdrawal which may lead to an alcohol withdrawal syndrome.

Although alcohol withdrawal syndrome is known to be an independent factor for 
worse short- and long- term outcomes, very little evidence is available in the litera-
ture to help the clinician.

Although treating alcohol withdrawal syndrome when clinical signs appear tends 
to be the current clinical practice, a prophylactic approach seems more relevant as it 
should decrease the impact of alcohol withdrawal syndrome on outcome and 
decrease hospital and ICU length of stay. Albeit this approach seems reasonable, 
more evidence is needed to confirm its efficacy and its safety.
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44Muscle Dysfunction in Critically Ill 
Children

T. Schepens and H. Mtaweh

44.1  Introduction

Increasing numbers of children require admission to a pediatric intensive care unit 
(PICU) annually, including more admissions for children with complex health con-
ditions [1]. With the decline in mortality, ICU morbidities have increased; among 
them two entities that involve muscle weakness: ICU-acquired weakness and criti-
cal illness-associated diaphragm weakness [2, 3]. Evidence on the incidence of 
muscle weakness in children admitted to the PICU is limited, and the effect of 
muscle weakness on mortality and long-term functional outcome is not well defined. 
A total of 10–36% of children can experience functional impairment after an epi-
sode of critical illness, persisting in 10–13% of survivors 2 years after discharge [4, 
5]. Children often exit the ICU with functional impairment, occurring in 47% of 
those with normal baseline [6].

Recent studies have started to focus on the precise elements that define these 
entities, and the association between muscle weakness and worse ICU outcome has 
started to emerge. Diaphragm weakness strongly impacts the potential to liberate 
adults from mechanical ventilation [7], and recent evidence shows that this entity 
exists in mechanically ventilated children as well [8, 9].

In this chapter, we will discuss the various types of muscle dysfunction in criti-
cally ill children, with a specific focus on recent evidence of diaphragm 
dysfunction.
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44.2  Incidence and Risk Factors

ICU-acquired weakness is caused by different pathologies, including critical illness 
polyneuromyopathy [10]. Compared to the available evidence in adult patients with 
critical illness, the data regarding muscle weakness in children is limited. One of the 
first prospective trials that reported an incidence of pediatric ICU-acquired weak-
ness was by Banwell and colleagues, documenting confirmed pediatric ICU- 
acquired weakness in 1.7% (2–30) of all admitted patients [11]. A recent study by 
Choong and colleagues showed an incidence of 6.7% with confirmed diagnoses but 
reports that the incidence was closer to 30% when accounting for “suspected” cases 
as well, stating the challenges of confirming this diagnosis by electrophysiologic 
testing and muscle biopsies in children [12]. Still, both these incidences are much 
lower than what is usually reported in the adult ICU [13].

Multiple factors could explain this difference. First, the detection of muscle weakness 
in critically ill children is more difficult. The Medical Research Council (MRC) scale 
grades muscle strength and is the gold standard in adults but has proven to be difficult 
to use in a pediatric setting [14]. Second, the lack of awareness of this entity results in 
poor screening strategies. A recent retrospective study of a PICU database crossing 107 
institutions found that critical illness neuropathy and myopathy were reported only in 55 
patients for a total of over 200,000 PICU admissions, resulting in an incidence of 0.02% 
[15]. This level of under-reporting reflects the low level of suspicion and poor recognition 
of pediatric ICU-acquired weakness. It is reasonable to think that pediatric ICU-acquired 
weakness is an underestimated problem with highly underreported incidences.

Children admitted to an ICU often encounter very similar disease processes and 
ICU-related elements that are known to result in muscle wasting and weakness in 
adults. These risk factors include sepsis, shock and multiple organ dysfunction, acute 
lung injury and mechanical ventilation, and endocrine disruption [16]. The limited data 
that are currently available about pediatric ICU-acquired weakness suggests that the 
risk factors are similar for children and adults: in a small cohort of patients where criti-
cal illness myopathy was diagnosed, the risk factors that were defined included lower 
age, a primary diagnosis of respiratory and infectious pathology, mechanical ventila-
tion, renal replacement therapy (RRT), and extracorporeal life support [15].

Reported incidences of muscle atrophy in a PICU are much higher than those of 
ICU-acquired weakness; a recent ultrasound study by Valla and colleagues showed 
a median decrease in quadriceps thickness of 13% during the stay in a PICU, with 
interquartile ranges of 9–25% [17]. More importantly, the authors demonstrated 
atrophy (defined as >10% decrease in thickness) in 59% of all studied patients 
within 5 days of mechanical ventilation.

44.3  Impact of Muscle Dysfunction on Outcome

Increasing numbers of children are admitted to PICUs with underlying chronic 
health conditions. Even though no good data exist about muscle weakness on ICU 
admission, a large number of patients have an abnormal baseline physical status [1], 
including generalized muscle weakness.
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As mentioned, muscle atrophy is much more frequently reported than pediatric 
ICU-acquired weakness. This is an important observation, as decreased (baseline) 
muscle thickness is associated with worse outcome in a PICU population [18], and 
some evidence shows that muscle atrophy during ICU stay is associated with worse 
outcome in children as well [15].

The effect of muscle atrophy on long-term functional outcome is not well studied 
in the pediatric population. In adults, ICU-acquired weakness is directly associated 
with worse functional capacity and quality of life [19]. Some case series have 
described persistent electromyographic (EMG) findings indicative of chronic partial 
denervation in children 1 year after ICU discharge [20].

Transient physical impairment is of no major concern if children recover from it 
after the ICU stay, whereas prolonged impairment impacts both the patient and the 
family. The scarce evidence that exists in children shows that, when compared to 
age- matched controls, children with congenital heart disease who reach adulthood 
have impaired skeletal and respiratory muscle strength, potentially implying long-
lasting ICU-related effects [21]. In a large post-ICU follow-up study, 38% of ICU 
survivors had symptoms of fatigue 5 months after ICU discharge [22]. After trau-
matic brain injury (TBI), this number is even higher, with incidences reported up to 
47% [23]. Although this is obviously multifactorial, muscle weakness presumably 
is involved as well.

44.4  Diagnostic Techniques

The MRC score is the gold standard in awake and cooperative patients. It includes 
formal testing of three muscle groups in each limb on a scale of 1–5, thus with a 
maximal score of 60. Critical illness polyneuropathy/critical illness myopathy is 
diagnosed if the score is less than 48, or an average score of less than four across all 
muscles [24].

In a study evaluating its feasibility as a screening tool, Siu and coworkers were 
able to successfully conduct the MRC in 43% of attempts [14]. Uncooperative 
patients (usually as a result of sedation), lack of cognitive ability, or baseline neuro-
logical deficits were among the most frequent reasons for MRC exam failure. This 
limits the MRC score to be used in a select group of alert and cooperative children 
where maximal volatile contractions can be elicited, excluding the patients at high-
est risk for pediatric ICU-acquired weakness.

Electrophysiological studies (EMG or nerve conduction studies) are suggested 
as an alternative bedside method to diagnose critical illness polyneuromyopathy, 
but are rarely used in a pediatric setting because of the time-consuming factor or its 
invasiveness. Furthermore, it is unclear whether formal diagnosis of critical illness 
polyneuromyopathy by electrophysiological tests has an impact on outcome [24]. 
Of interest, when muscle weakness is only related to deconditioning, i.e., when no 
electrophysiologic abnormalities are seen, prognosis is generally better [25].

As the MRC scores and clinical tests frequently underestimate muscle weak-
ness [26], and as electrophysiological studies are not frequently used, alternatives 
have been tested and proposed. Muscle biopsies are excellent in diagnosing 
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myopathy and neuropathy, but their practical use outside of a research setting is 
limited. Bedside limb ultrasound measurements in a PICU have been shown to be 
reliable [27].

44.4.1  Ultrasound

Muscle ultrasound has been evaluated to diagnose critical illness polyneuromyopa-
thy, and the change in thickness over time can be used to diagnose ICU-acquired 
atrophy. As muscle thinning is a marker of ICU-acquired weakness, muscle atrophy 
predicts muscle weakness and thus ICU-acquired weakness.

44.4.2  Echogenicity

In a recent trial in adult patients, muscle ultrasound echogenicity had a sensitivity of 
82% and specificity of 57% to detect critical illness polyneuromyopathy [28]. This 
was a similar result to that achieved with single nerve conduction studies, and it was 
associated with increased ICU mortality. Abnormal echogenicity was associated 
with a reduced likelihood of discharge to home (9% vs. 50%), fewer ICU-free days 
(median 3 days vs. 16 days), and increased ICU mortality (42% vs. 12%).

44.4.3  Limb Muscle Thickness

The recommended technique to measure limb muscle thickness is with extended 
extremities, supinated arms, with relaxed muscles. Measuring locations are those 
that correspond with maximal muscle diameter. For the quadriceps femoris, which 
is the most commonly used muscle in this setting, this is halfway along the line from 
the anterior superior iliac spine to the superior aspect of the patella. When repeated 
measures are taken, the position of the ultrasound probe needs to be marked so that 
the exact same spot can be used each time. Usually, transverse images are obtained, 
although it has also been suggested to combine longitudinal and transverse images. 
The transducer must be placed perpendicularly while applying minimal pressure. 
The quadriceps femoris thickness is defined as the sum of the anterior thickness of 
the rectus femoris and vastus intermedius muscle heads.

44.5  Limb and Respiratory Muscle Weakness

Patients who are diagnosed with ICU-acquired weakness frequently have difficulty 
being liberated from the ventilator [24], and it has recently been shown that one of 
the muscles that is frequently affected during critical illness is the diaphragm. Many 
elements that result in limb muscle weakness also affect the diaphragm, and limb 
and diaphragm muscle weakness are often simultaneously present. Dres and 
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colleagues demonstrated that (in an adult ICU), at the moment when patients were 
assessed for extubation readiness, 63% had diaphragm dysfunction, 34% had limb 
muscle weakness, and 21% had a combination of both [2]. Furthermore, diaphragm 
dysfunction at the moment of extubation impacts survival [7].

There are multiple intertwined factors related to critical illness, including ICU 
stay, pharmacological therapies, and mechanical ventilation, which are causing this 
weakness. The combination of all these mechanisms that result in diaphragm weak-
ness in the ICU is now called critical illness-associated diaphragm weakness. These 
elements that affect diaphragm strength in the ICU have been summarized in a 
recent review [3]. Even though there is some overlap between critical illness- 
associated diaphragm weakness and critical illness polyneuromyopathy/ICU- 
acquired weakness, multiple differences exist, and several observations suggest that 
critical illness polyneuromyopathy is not the main cause of diaphragm weakness in 
ventilated patients. Some histological features that are typically seen in critical ill-
ness polyneuromyopathy, like the selective loss of thick filaments and patchy necro-
sis and regeneration, are not present in the diaphragm of ventilated patients. 
Moreover, whereas the effect of critical illness polyneuromyopathy on inactive limb 
muscles usually takes days or weeks to develop, the observed injury and weakness 
of diaphragm muscle occurs very early (hours to days) after initiating mechanical 
ventilation [29, 30]. Recently, the presence of diaphragm atrophy has been demon-
strated in mechanically ventilated children as well. In a study by Glau et al. [31], the 
decrease in diaphragm thickness was about 14%, lower than the 20% which is usu-
ally seen in adults [8, 29].

44.6  Diaphragm Dysfunction

The diaphragm is the most important (inspiratory) respiratory muscle, accounting 
for about 70% of respiratory activity in adults. In young children, the diaphragm 
is even more important, as their accessory respiratory muscle strength is limited. 
Shortening of diaphragm muscle fibers results in a piston-like action, drawing 
the lungs downwards. The diaphragm has a great level of adaptation to physi-
ologic needs, with increasing caudal displacement during exercise. Expiration is 
normally a passive motion, but active expiration is possible by the contraction of 
abdominal muscles, frequently seen in children when the load on the respiratory 
system is increased, and when expiratory airflow is limited (e.g., during asthma 
exacerbations).

44.6.1  Dysfunction Pre-ICU

Even before the effect of ICU stay has become apparent, patients who are admitted 
to an adult ICU frequently exhibit diaphragm dysfunction [32]. Many factors that 
are present before ICU admission and the start of mechanical ventilation (e.g., sep-
sis) impact muscle function, including the diaphragm. Little is known about 
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diaphragm dysfunction before ICU admission in children, although the time from 
onset of illness to admission is usually shorter compared to adults, so diaphragm 
dysfunction on PICU admission may be less present.

44.6.2  Mechanical Ventilation and the Diaphragm

It is now well established that mechanical ventilation itself results in structural 
injury, atrophy, and weakness of the diaphragm of critically ill adult and pediatric 
patients [33]. In fact, the first report of diaphragm atrophy after long-term ventila-
tory support in humans was in infants and neonates [34]. Mechanical ventilation 
results in diaphragm injury through a variety of mechanisms referred to as myot-
rauma [33]. Recent evidence suggests that four separate forms of myotrauma may 
occur. These include ventilator over-assistance, ventilator under-assistance, eccen-
tric (pliometric) diaphragm contractions, and excessive end-expiratory shortening.

The mechanism that is arguably best documented is that the lack of muscle activ-
ity results in diaphragm atrophy, called over-assist myotrauma. Around 50% of 
mechanically ventilated children experience diaphragm atrophy [31], similar to 
what is seen in adults. Furthermore, this hypothesis is supported by the fact that 
both in adults and in children a certain degree of diaphragm activity during mechan-
ical ventilation has the potential to attenuate atrophy and dysfunction [31].

Second, under-assistance myotrauma develops when insufficient unloading 
results in excessive respiratory effort. Experimental and clinical studies have dem-
onstrated sarcomere disruption, tissue inflammation, and muscle fatigue during 
resistive loading [35]. Sepsis renders the diaphragm muscle tissue particularly sus-
ceptible to this form of injury. This injury could reflect itself in the observed increase 
in thickness of the diaphragm of some ventilated patients who have increased inspi-
ratory effort [7]. The precise effect of increased work of breathing before or after the 
start of mechanical ventilation in the pediatric population needs further attention.

Recent evidence suggests that appropriate (neither excessive nor absence of) dia-
phragm activity during mechanical ventilation has the potential to prevent diaphrag-
matic injury [7]. Currently, a trial aiming to prevent diaphragm injury in ventilated 
children by incorporating parameters of respiratory effort is being conducted 
(ClinicalTrials.gov Identifier: NCT03266016).

Eccentric diaphragm contractions, during the ventilator’s expiratory phase and 
thus during muscle fiber lengthening, may also cause injury. This is called eccentric 
myotrauma, and in adults it is demonstrated that this can result from increased post- 
inspiratory diaphragm activity in the expiratory phase (expiratory braking), patient- 
ventilator dyssynchrony, or even excessive accessory respiratory muscle activity 
moving the diaphragm cranially during inspiration [36]. This mechanism of injury 
is of particular interest in children, as asynchrony is much more common in the 
PICU than in the adult ICU [37]. Interestingly, in a recent study by Johnson and 
colleagues, the authors discovered both atrophy and increases in thickness in a 
cohort of mechanically ventilated critically ill children [9], suggesting that similar 
mechanisms and risks for diaphragm injury are at play in PICU patients.
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As a final mechanism of diaphragm injury, some evidence suggests that elevated 
positive end-expiratory pressure (PEEP) may cause muscle fiber “dropout,” result-
ing in longitudinal atrophy [38]. Its existence in a pediatric setting and its clinical 
relevance is uncertain to date.

44.6.3  Monitoring Diaphragm Activity and Function

Several techniques are available to monitor the diaphragm, although some of them 
are more difficult to use in the pediatric population. Depending on the conditions 
under which they are measured, these techniques can quantify both function 
(strength) and contractile activity. The European Respiratory Society (ERS) has 
recently updated their guidelines on respiratory muscle testing [39]. We will briefly 
focus on some details specific to the pediatric population.

Esophageal (Pes) and transdiaphragmatic pressures (Pdi) can be monitored in 
children, and low values are seen in children with myopathies.

Maximal inspiratory pressure measurements are usually possible only in coop-
erative children, and reference values are summarized in Table 44.1. Alternatives 
have been trialed in younger children, with airway pressure during crying as a 
potential surrogate for maximal voluntary inspiratory peak pressure of the respira-
tory system. In intubated children, maximal efforts can likely be elicited during an 
airway occlusion maneuver with a one-way valve, allowing for expiration (the 
Marini maneuver).

Sniff nasal inspiratory pressures (SNIP) have proven to be reliable in chil-
dren of >2 years old [40], but their use in the ICU is limited, albeit technically 
possible. To measure maximal expiratory force, mouth whistle and cough pres-
sures or gastric cough pressures (Pga,cough) can be recorded [41]. Visualization of 
the Pga on a screen is a playful way to motivate a child to generate maximal 
pressures.

The gold standard in monitoring diaphragm strength, Pdi monitoring after bilat-
eral magnetic phrenic nerve stimulation (Pdi,tw), is not often used in children but can 
be done in a similar way. Reference values are available for neonates [42] and chil-
dren [43] and are summarized in Table 44.1. As maximal pressures vary with age, 
we refer to the manuscript by Rafferty and colleagues for age-specific reference 
values [43]. Low Pdi,tw values are seen in neonates with diaphragmatic paralysis and 
in children with neuromuscular disorders.

The one method that has recently become increasingly popular is diaphragm 
ultrasound. As a noninvasive technique with excellent reproducibility, it is the tech-
nique of choice in the PICU to measure diaphragm activity by assessing thickening 
or downward movement during inspiration. In infants, the unilateral subcostal 
approach to measure downward movement can be replaced by a subxiphoid trans-
verse view, bringing both sides simultaneously into view.

Finally, measurement of the EMG activity of the diaphragm through a neurally 
adjusted ventilatory assist (NAVA) catheter is straightforward in infants and 
children.
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44.7  Prevention of Weakness: Therapeutic Strategies

As muscle weakness in the PICU has only recently gained more attention, the num-
ber of specific preventive strategies in children are limited, and some of them based 
on what is known from the adult literature. Only a single study has thus far evalu-
ated the factors that have an impact on recovery after functional impairment acquired 
in a PICU, demonstrating that persistent functional impairment 24 months after 
PICU admission was higher in children with chronic diseases.

44.7.1  Early Mobilization

Several studies have demonstrated the feasibility and effectiveness of early mobili-
zation in critically ill adults to decrease muscle weakness, most of them through a 
multimodal, interdisciplinary approach. The evidence in children is much less clear, 
although several studies have shown that early mobilization in a PICU is feasible. 
Choong and colleagues were able to implement an early mobilization protocol in 
the first 48 h of PICU admission in 10–15% of admitted patients. In the patients that 
were able to receive early mobilization, ICU length of stay, delirium scores, dura-
tion of mechanical ventilation, and vasoactive drug infusions were lower [44]. 
Increasing activity levels within 72 h after admission, Wieczorek and colleagues did 

Table 44.1 Pressure-based monitoring tools, electrophysiological and ultrasound parameters to 
evaluate diaphragm and respiratory system function (strength)

Test Cutoff defining weakness Refs.
Clinical parameters MRC Sum score <48 (cooperative children) [24]
Pressure-derived 
parameters
Respiratory system MIP <68 cmH2O in men, <58 cmH2O in women 

(children)
[48]

SNIP <80 cmH2O in men, <70 cmH2O in women 
(children)

[40]

Diaphragm Pdi,max <80 cmH2O in men, <70 cmH2O in women (adults)
Pdi,tw <5 cmH2O (infant) [42]
Paw,tw <11.5 cmH2O (children) [43]

Electrophysiology NCS No consensus [24]
EMG No consensus [24]

Ultrasound TFdi,max <20% (adults)
EXdi <1 cm (adults)
EXdi,max <3.6 (female)/<4.7 (male) (adults)
Sniff EXdi <1.6 (female)/<1.8 (male) (adults)

MRC Medical Research Council, MIP maximal inspiratory pressure, SNIP sniff nasal inspiratory 
pressure, Pdi,max maximal transdiaphragmatic pressure, Pdi,tw twitch transdiaphragmatic pressure, 
Paw,tw twitch airway pressure, NCS nerve conduction studies, EMG electromyography, TFdi thick-
ening fraction of the diaphragm, Exdi caudal excursion of the diaphragm
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not see a change in clinical outcome parameters [45]. Two practice recommenda-
tions have been published to date, but the efficacy of early mobilization in the pedi-
atric cohort is thus far not determined.

44.7.2  Nutritional Support

Critically ill children have an increased protein turnover with increased break-
down and synthesis. As a result, many believe that in order to have a neutral or 
positive protein balance, dietary protein requirements are high in the PICU [46]. 
However, the negative effects of higher protein loads, including uremia and aci-
dosis, should be taken into account. A post hoc analysis of data from the PEPaNIC 
trial (early versus late parenteral nutrition in the PICU) showed that a high pro-
tein intake, but not glucose or lipids, during the acute phase (before day 4) of 
critical illness resulted in poorer outcome [47]. This suggests that the negative 
effects of a high nitrogen intake surpassed the potential benefit of protein synthe-
sis, although this hypothesis was not confirmed by measuring nitrogen excretion 
in this cohort.

Nutritional demands vary during the course of critical illness, and nutritional 
demands can surpass double the resting energy expenditure during the recovery 
phase. Further evidence will need to demonstrate what amount of protein supple-
mentation is required to optimally preserve muscle mass and function, and delin-
eate the precise timing in an episode of critical illness when protein 
supplementation is beneficial or disadvantageous regarding muscle mass and 
function.

44.7.3  Prevention of Diaphragm Dysfunction

The mechanisms that link mechanical ventilation to diaphragm injury have been 
detailed previously (see earlier). Of particular interest for the clinician is that 
these mechanisms have the potential to be targeted by specific ventilation strate-
gies, potentially mitigating the occurrence or severity of diaphragm myotrauma. 
Patients who were successfully weaned from ventilation had an amount of effort 
that is similar to what would correlate with diaphragm activity during normal tidal 
breathing during their weaning trial. Furthermore, in a recent study, respiratory 
morbidity (prolonged ventilation and reintubation), and also mortality, was lowest 
in patients whose inspiratory effort during the first 3 days of ventilation was simi-
lar to that of healthy subjects breathing at rest [7]. Even though the exact effects 
of increased diaphragm activity during mechanical ventilation in children need 
further attention, avoiding diaphragm inactivity or excessive inspiratory effort 
during mechanical ventilation seems a prudent lung- and diaphragm-protective 
approach.
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44.7.4  Transcutaneous Electrical Muscle Stimulation

Transcutaneous electrical muscle stimulation (TEMS) has been tested in the adult 
ICU to reduce muscle atrophy in critically ill adults and in children with neuromus-
cular disease outside of the ICU.  Although potentially promising, no trials have 
tested its potential to mitigate muscle dysfunction in the PICU.

44.8  Conclusion

Evidence of the impact of critical illness and ICU therapies on muscle strength in 
children is starting to emerge. Limb muscles and respiratory muscles are at risk of 
dysfunction, and muscle weakness has an impact on outcome. Novel diagnostic 
tools, including ultrasound, have improved and attracted more attention and can 
easily be used at the bedside. Several strategies have been proposed to mitigate 
weakness, including preserving muscle activity and nutrition optimization. 
Monitoring muscle function and individualization of therapies to address muscle 
weakness have the potential to further improve long-term outcomes for the increas-
ing number of PICU survivors.
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45.1  Introduction

Early and proactive rehabilitation of intensive care unit (ICU) patients is essential to 
reverse or minimize the impact of ICU-acquired weakness [1]. While ICU clinicians 
have largely focused on whole-body exercise to address limb muscle weakness (e.g., 
early mobilization), we now know that respiratory muscle weakness is twice as preva-
lent as limb muscle weakness in ICU patients [2]. Moreover, respiratory muscle 
weakness is associated with a higher risk of extubation failure [3], a longer duration 
of ventilator-dependence [4] and worse outcomes in terms of hospital mortality [2] 
and mortality within 1 year [3]. While ventilator-weaning failure is complex, and 
respiratory muscle weakness is only one contributing factor [5], this weakness is mod-
ifiable and can respond to targeted training. In this context, it is surprising that respira-
tory muscle rehabilitation is not yet standard practice in many ICUs around the world.

Drawing on recent and emerging evidence, we will give an overview of the 
impact of respiratory muscle weakness in ICU patients (both at the physiologi-
cal and patient level), and summarize the current evidence regarding the effects 
of respiratory muscle training. We will also outline strategies for identifying 
respiratory muscle weakness in ICU patients, as well as an evidence-based and 
pragmatic approach to providing targeted and individualized respiratory muscle 
rehabilitation in the ICU.  Finally, we will describe the newest technological 
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developments that have radically changed the scope of respiratory muscle reha-
bilitation for even our most profoundly weak ICU patients.

45.2  Respiratory Muscle Weakness in ICU Patients: A Call 
to Action

There is now compelling evidence that respiratory muscle weakness is a highly likely 
consequence of prolonged mechanical ventilation. Diaphragm proteolysis is detect-
able within 18–69 h of controlled mechanical ventilation [6], and rapid atrophy affects 
respiratory muscles more frequently than limb muscles. Following at least 24 h of 
mechanical ventilation, respiratory muscle weakness is almost twice as prevalent as 
limb muscle weakness (63% vs. 34%) [2]. Even patients ventilated primarily with 
pressure support modes are not immune to these atrophic changes, but they are likely 
to have respiratory muscle weakness at the point of weaning from mechanical ventila-
tion (e.g., 38% of predicted maximal inspiratory pressure) [7]. While “under-assis-
tance” has been identified as a potential contributor to myotrauma [8], respiratory 
muscle weakness could be potentially attributable to “over- assistance” from the ven-
tilator in pressure support mode: a recent prospective study of 231 patients in 
Australian ICUs identified excessive support provided in 41% of patients in pressure 
support mode [9]. Therefore, inspiratory muscle weakness appears to be a likely con-
sequence of mechanical ventilation, regardless of the mode of ventilation provided.

Far from being merely an inconvenient side effect of mechanical ventilation, 
respiratory muscle weakness can directly affect a patient’s ventilation and ICU out-
comes. Recent ultrasound studies of diaphragm thickness (a surrogate measure of 
inspiratory muscle strength) revealed that by day 4 of mechanical ventilation, 
reduced diaphragm thickness could be detected in 41% of patients [4, 10]. Reduced 
diaphragm thickness is associated with reduced likelihood of weaning from 
mechanical ventilation, higher likelihood of complications, and prolonged ICU 
admission [4]. Furthermore, low inspiratory muscle strength (maximal inspiratory 
pressure <30 cmH2O) at the point of extubation is associated with extubation fail-
ure, and is independently associated with 1-year mortality (hazard ratio 4.41, 95% 
CI 1.5–12.9) [3]. Inspiratory muscle weakness is also associated with higher ICU 
and hospital mortality [2]. Thus, from an ICU clinician’s perspective, inspiratory 
muscle weakness must be considered as a potentially treatable and reversible com-
ponent in the matter of life and death.

From a patient perspective, respiratory muscle weakness typically renders patients 
breathless at rest, let alone during exercise [7]. Yet while ICU physiotherapists now 
invest considerable energy in providing early mobilization therapy to offset the impact 
of ICU-acquired weakness [11, 12], the respiratory muscles are frequently neglected 
in the rehabilitation approach [13]. Clearly respiratory muscle atrophy is an important 
aspect of ICU-acquired weakness, and we can no longer afford to ignore respiratory 
muscle rehabilitation as part of holistic recovery for ICU survivors. Identification of 
respiratory muscle weakness, and early commencement of targeted training, requires 
effective collaboration of the whole ICU multidisciplinary team, but in particular a 
cohesive approach between medical, nursing, and physiotherapy staff [14].
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45.3  Identifying Respiratory Muscle Weakness in ICU 
Patients

While researchers have used sophisticated and sometimes invasive methods to study 
respiratory muscle weakness in ICU patients (e.g., muscle biopsies and nerve stimu-
lation), simple bedside measures of respiratory muscle strength do not have to be 
complex or invasive. For ventilator-dependent patients, features within the ventilator 
software can be used to obtain an approximation of maximal inspiratory pressure 
(e.g., “negative inspiratory force”). In this procedure, the ICU clinician coaches the 
patient to inhale forcefully against a “closed gate” within the system, with the resul-
tant pressure an indication of inspiratory muscle strength. In our experience it is 
essential that the patient is warned that they will experience no flow of air during the 
attempt. While this is not a true measure of maximal inspiratory pressure, as it is not 
performed from residual volume (due to the presence of positive end-expiratory pres-
sure [PEEP]), a low “negative inspiratory force” score can flag a patient for whom 
inspiratory muscle weakness should be suspected. Based on both our clinical experi-
ence and the data available [3], scores <30 cmH2O should be cause for concern.

An alternative method of inspiratory muscle strength assessment in ICU patients 
is the Marini method [15] where the patient exhales for 25 s through a one-way 
valve to reach true residual volume before maximal inhalation. This approach has 
been described as a strategy to obtain maximal inspiratory pressure values in ICU 
patients who are not responsive or cooperative [16]. However, this method has ques-
tionable inter-rater reliability in ICU patients [17], and in our clinical practice this 
procedure can be prohibitively stressful for patients who are conscious.

Instead, we use either the method described above (i.e., ventilator-based assess-
ment) or a handheld manometer (Fig. 45.1). In this latter approach, the patient is 
briefly disconnected from the ventilator, instructed to “empty their lungs”, and the 
manometer is attached to the endotracheal or tracheostomy tube via a connector. 
The patient then inhales maximally and the best of three attempts are recorded [18]. 
While maximal inspiratory pressure scores have not been found to reliably predict 
weaning failure [18], our experience has been that scores <30 cmH2O may indicate 
a degree of inspiratory muscle weakness which could impact on weaning and 

Fig.  45.1 Handheld 
respiratory pressure 
manometer connected to 
endotracheal tube for 
measurement of maximal 
inspiratory pressure 
(Reproduced from [14] 
with permission)
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recovery. To obtain an estimate of the patient’s inspiratory muscle strength as a 
percentage of predicted values (that accommodate variance due to age and sex), we 
recommend the normalization equations provided by Evans et al. [19] (Box 45.1).

For cooperative patients recently weaned from mechanical ventilation, measure-
ment of maximal inspiratory pressure can be feasibly done through either the mouth 
or a tracheostomy using a handheld manometer [14]. However, even if ICU clini-
cians do not have access to this device, lack of measurement does not preclude 
appropriate therapy. Any patient who has recently weaned from invasive mechani-
cal ventilation of more than 7 days duration should be regarded as at high-risk of 
inspiratory muscle weakness [7], and proactive targeted therapy should commence 
as soon as possible. This therapy is specific respiratory muscle training.

45.4  Specific Respiratory Muscle Training: Can It Make 
a Difference to ICU Patients?

The availability and quality of evidence regarding inspiratory and expiratory muscle 
training in ICU patients differs, and we will address each in turn.

There is now convincing evidence that specific inspiratory muscle training can 
increase inspiratory muscle strength in ventilator-dependent ICU patients, measured as 
changes in maximal inspiratory pressure. Three systematic reviews and meta-analyses 
[20–22] have revealed that inspiratory muscle training results in higher maximal inspi-
ratory pressure scores compared to usual care (e.g., 15 studies; pooled mean difference, 
6 cmH2O; 95% CI, 5–8 cm [22]). A study of inspiratory muscle training in ICU patients 
recently weaned from mechanical ventilation [23] similarly showed significant 
improvements in maximal inspiratory pressure in the training group compared to the 
control (mean difference 11% of predicted values). Clearly, we can strengthen inspira-
tory muscles in ICU patients at various points in their recovery journey.

However, improvements in strength measures alone are unlikely to drive practice 
change. Far more relevant are the changes in patient-centered outcomes that have 
accompanied strength improvements in numerous studies. These include reduced 
duration of weaning from ventilation (five trials; pooled mean difference, 3.2 days; 
95% CI 0.6–5.8 days [22]); increased likelihood of liberation from the ventilator 
within 28 days (71% vs. 47%) [24]; and improved quality of life [23]. While most 
studies have not been powered for these important outcomes, or have not measured 

Box 45.1: Calculating Normal Values of Respiratory Muscle Strength [19]

Male MIP = 120 − (0.41 × age), and male MIP LLN = 62 − (0.15 × age)
Male MEP = 174 − (0.83 × age), male MEP LLN = 117 − (0.83 × age)
Female MIP = 108 − (0.61 × age), and female MIP LLN = 62 − (0.50 × age)
Female MEP = 131 − (0.86 × age), and female MEP LLN = 95 − (0.57 × age)

MIP = maximal inspiratory pressure; MEP = maximal expiratory pressure; 
age in years; LLN = lower limit of normal
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patient-centered outcomes such as quality of life or dyspnea, these promising results 
indicate that the benefits of inspiratory muscle training extend beyond strength alone.

The evidence regarding the impact of expiratory muscle training in ICU patients 
is currently more limited. Indeed, the expiratory muscles have been described as the 
“neglected component” of the respiratory system in a recent comprehensive review 
that describes expiratory muscle physiology in ICU patients [25]. In the most recent 
systematic review of respiratory muscle training in ICU patients [22], four studies 
of expiratory muscle training (comprising 153 participants) were meta-analyzed, 
revealing a mean difference of 9 cmH2O (95% CI 5–14) in favor of the training 
group relative to control. However, the effect of expiratory muscle training on 
patient outcomes requires further exploration in an ICU context. In this light, the 
remainder of this chapter will focus on the implementation of inspiratory muscle 
training in ICU patients.

45.5  Current Practice: Inspiratory Muscle Training 
in the ICU—Not All Approaches Are Equal

While we have been using inspiratory muscle training in our ICU for the past 15 
years [14], we are aware that such training is a relatively new approach for many 
ICU clinicians. Moreover, where inspiratory muscle training is being used around 
the world, a wide variety of approaches is being employed, and not all of these are 
evidence-based. For example, a survey of French physiotherapists revealed that 
83% considered controlled diaphragmatic breathing (without resistance) to be a 
form of inspiratory muscle training, and only 16% measured inspiratory muscle 
strength [26]. More recently, a meta-analysis of 28 studies of inspiratory muscle 
training in ICU patients described a broad range of training strategies, including 
strength-based and endurance-based loading (through a removable threshold device 
or through manipulating ventilator settings), and also more general strategies such 
as upper limb exercises, mobility training, and biofeedback [22]. However, to 
understand the strengths and limitations of the different approaches, it is essential to 
appreciate the importance of titratable loading with regard to muscle training.

In respiratory muscle training, “resistive loading” usually refers to patients breath-
ing through a small aperture connector to provide a training load. A limitation of this 
resistive loading is that the amount of resistance (and therefore load) depends on the 
flow rate generated by the patient. If the patient breathes slowly enough, the load can 
be very low or negligible. In contrast, “threshold loading,” typically using a remov-
able device, requires patients to generate a specific resistance as they initiate a breath 
to open the valve and generate flow. An important advantage of this threshold loading 
is that a specific, reliable, and reproducible load can be titrated and applied to the 
respiratory muscles [27], which can be increased over time to generate a training 
effect. As with all strength training, gradual increases over time are the key to muscle 
fiber proliferation and hypertrophy. If the load is unreliable or variable, then our abil-
ity to deliver an efficient and effective training regime is hampered, and our patients 
may waste valuable effort with suboptimal training. Thus, inspiratory muscle train-
ing strategies that use a titratable load are more likely to result in effective training.
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Threshold loading in ICU patients is usually achieved in one of two ways: 
manipulating the ventilator settings (i.e., reducing the pressure trigger sensitivity, 
such that the patient has to increase their effort to trigger an augmented breath); or 
through a removable threshold device which is intermittently applied to the endotra-
cheal tube or tracheostomy. While theoretically both approaches should result in 
reliable training, the outcomes are contrasting. Studies of ventilator manipulations 
have failed to show significant benefits in terms of either breathing muscle strength 
or weaning duration, despite applying training loads for up to 30 min at loads up to 
40% of maximal inspiratory pressure [28]. In contrast, as outlined earlier, several 
studies of threshold loading (using removable devices) have demonstrated signifi-
cant gains in inspiratory muscle strength and ventilator-weaning success rates [24, 
29–31]. While these contrasting results may be challenging, there is a key feature 
differentiating the approaches: in the training with removable devices, patients must 
actively participate in their therapy and, if only for a short time, consciously tolerate 
breathing without the ventilator support. In addition to physiological adaptations, 
there may be a psychological dimension to this training (i.e., development of toler-
ance to the sensations of unsupported breathing) that would be absent in the 
ventilator- based approach. Future studies are needed to better elucidate the potential 
psychological dimensions of respiratory muscle training, but psychological factors 
may be key to the success of the therapy.

There is no evidence that coached deep breathing exercises (without resistance) 
make any difference to respiratory muscle strength or weaning outcomes in ICU 
patients. In fact, there is scarce evidence that deep breathing exercises (without 
resistance) confer any benefit in acutely unwell patients, for example, in the postop-
erative phase [32, 33]. Upper limb exercises and mobilization are important aspects 
of whole-body strengthening and rehabilitation and will also induce, via increased 
ventilation, an endurance type of training to the respiratory muscles. However, it is 
our view that ICU clinicians should be wary of classifying these as respiratory mus-
cle strength training per se. Instead, focused and targeted respiratory muscle 
strengthening should be achieved using titratable resistance, individualized to the 
patient’s current level of weakness, and followed by sufficient rest periods to allow 
recovery as in athletic training [34]. Based on the available evidence, an interna-
tional shift toward titratable loading for respiratory muscle training in ICU patients 
is now overdue.

45.6  Practicalities of Inspiratory Muscle Training in ICU 
Patients

The most common device used to apply intermittent threshold loading in ICU 
patients is a simple mechanical spring-loaded one-way valve [22], where resistance 
can be titrated (e.g., between 9 and 41  cmH2O). In this approach, the patient is 
briefly removed from the ventilator, and the inspiratory muscle trainer is connected 
to the endotracheal tube or tracheostomy for training (i.e., breathing through the 
valve). The intensity is increased over time simply by winding the spring more 
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tightly [14]. This device has been shown to be safe for inspiratory muscle training 
in selected ventilator-dependent ICU patients, with a negligible rate of adverse 
events [35].

Typically, this training is prescribed and supervised by the ICU physiotherapist or 
respiratory therapist. Whether the therapist should use a “strength” (high intensity, low 
repetition) or “endurance” (low intensity, longer duration) approach to prescribing 
training parameters is still somewhat open to debate. In the recent systematic review of 
inspiratory muscle training in ICU patients [22], where “strength” and “endurance” 
regimes were analyzed separately, both favored inspiratory muscle training relative to 
control groups. It could be argued that as the inspiratory muscles are primarily muscles 
of endurance, an endurance-based approach would be sensible [36]. However, in our 
experience, the highly limited window of patient effort (frequently compromised by 
fatigue, inattention, or delirium), coupled with the relative disadvantage of potential 
lung decruitment during sustained training (e.g., secondary to prolonged loss of PEEP), 
makes strength training a more realistic option for the ICU patient. A patient may be 
willing to attempt six high-resistance breaths, whereas the prospect of breathing against 
a low resistance for several minutes can appear prohibitively daunting. From this per-
spective, the best respiratory muscle training approach may be the one that the ventila-
tor-dependent patient can successfully achieve.

Indeed, there may be psychological benefits to successfully completing short 
bursts of achievable work. Anecdotally, our patients often report pride and excite-
ment when they observe, for example, that last week they could only train at 
17 cmH2O, but this week they can train at 29 cmH2O. At a time in recovery when 
progress of any kind can feel extraordinarily slow, recovery of inspiratory muscle 
strength may be tangible and therapeutic at many levels. Again, this deserves more 
in-depth exploration from a psychological perspective.

If we are to use a strength-focused approach to training ICU patients, we should 
draw on the wealth of research in inspiratory muscle training in other populations (e.g., 
chronic obstructive pulmonary disease [COPD] [37, 38], heart failure [39], athletes 
[40–43]) where intensity is crucial. Early studies in COPD patients often failed to 
detect benefits of inspiratory muscle training where intensity was less than 30% of 
maximal inspiratory pressure [44, 45]. In contrast, later systematic reviews and meta-
analyses which included studies with intensities great then 30% of maximal inspiratory 
pressure were more favorable not just for inspiratory muscle strength but also for exer-
cise tolerance and quality of life [37, 46]. In athletes, inspiratory muscle training inten-
sity is typically prescribed between 50% and 80% of maximal inspiratory pressure, 
across endurance sports such as swimming [42], cycling [41], rowing [40], and running 
[43]. With high-intensity training, athletes improve not just inspiratory muscle strength 
but frequently exercise performance as well (e.g., 2.6% increase in 25 km cycling time 
trial performance [41]; 3.5% increase in 6-min rowing time trial performance [40]). In 
studies of inspiratory muscle training in ICU patients, high-intensity training (6 repeti-
tions per set, >50% of maximum, 30 breaths per day) has resulted in improvements in 
inspiratory muscle strength [24, 30], and in the postweaning period has improved qual-
ity of life [23]. Therefore, wherever possible, a high-intensity approach to strength 
training should be used to optimize inspiratory muscle training in ICU patients.
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Acknowledging the relative advantages of the simple mechanical threshold device 
(including its low cost and accessibility), we have experienced some limitations of 
this device in an ICU context. First, the floor effect of this spring-loaded device can be 
problematic for a patient who is profoundly weak (e.g., maximal inspiratory pressure 
<18 cmH2O). If the lowest setting of the device is only 9 cmH2O, patients may strug-
gle to open the valve at its lowest setting. Second, we have also noted a ceiling effect. 
Toward the end of training, several of our patients have comfortably exceeded the 
41 cmH2O upper limit of the device and would be capable of training at much higher 
intensities. While for most patients this might not be necessary, for those returning to 
a more active lifestyle, continuing to improve their inspiratory muscle strength may be 
a vehicle to better tolerance of endurance exercise. To better suit the needs of our ICU 
patients, we require devices with a broader training spectrum.

45.7  Emerging Strategies for Inspiratory Muscle Training 
in ICU Patients

In the past few years there have been crucial developments in the sophistication of 
inspiratory muscle training devices. Electronic devices provide a much wider train-
ing spectrum (e.g., from 1 to 200 cmH2O), and although they are more expensive 
than the disposable spring-loaded device, they have other advantages, including the 
capacity to measure performance within the device (e.g., maximal inspiratory pres-
sure, tidal volume, work and energy of breathing during the training session). As a 
handheld, chargeable device, they are ideally suited for bedside treatment in the 
ICU and can be adapted to interface with either a tracheostomy or an endotracheal 
tube via a simple connector (Fig. 45.2).

The most important difference in the design of these devices is the incorporation 
of a tapered flow resistance load. The advantages of a tapered flow resistance load 
have been well-described in patients with COPD [47] but may also be advantageous 
for ICU patients. Briefly, whereas a traditional threshold load requires the patient to 
generate a preset pressure, beyond which they can “coast” through the rest of the 
breath, the tapered flow resistance load provides a tapered load beyond the threshold 

Fig. 45.2 Attachment of 
electronic inspiratory 
muscle training device to 
filter and connector
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point, meaning that patients continue to work throughout the duration of the breath, 
rather than “coasting.” The result is that for each breath at the specified intensity, the 
patient generates more work (at a guaranteed achievable resistance). Thus, the total 
workload (and therefore potential training effect achievable) is considerably higher 
with tapered flow resistance load compared to traditional threshold loading. The 
following graph from a study of tapered flow resistance load in a ventilator- 
dependent ICU patient captures this difference (Fig. 45.3).

So far, there has been one randomized trial of tapered flow resistance load inspi-
ratory muscle training in ICU patients, where it was compared with a sham treat-
ment of intermittent nebulization [29]. Although this was a small study, capturing 
21 patients, the results were encouraging: while the sham intervention group had a 

MTL
40

30

20

10

0

-10

-20

-30
22.5 23 23.5 24

Time (s)

V
olum

e (l)
P

 m
ou

th
 (

cm
H

2O
) 

&
 W

O
B

 (
cm

H
2O

)

24.5 25

2

1.5

1

0.5

0

-0.5

-1

-1.5

2

1.5

1

0.5

0

-0.5

-1

-1.5

TFRL
40

30

20

10

0

-10

-20

-30
22.5 23 23.5 24

Time (s)

V
olum

e (l)
P

 m
ou

th
 (

cm
H

2O
) 

&
 W

O
B

 (
cm

H
2O

)

24.5 25

Pmouth

Volume

WOB

Fig. 45.3 A single respiratory cycle, comparing mechanical threshold loading (MTL) with 
tapered flow resistive loading (TFRL) in a ventilator-dependent patient. Pmouth pressure at the 
mouth, WOB work of breathing

45 Respiratory Muscle Rehabilitation: A Targeted Approach



604

mean ventilatory weaning time of 9.4 days, the tapered flow resistance load train-
ing group’s mean weaning time was 3.5 days, and this difference was statistically 
significant (p = 0.0192) [29]. Clearly, we need more studies in different patient 
cohorts to confirm these findings and elucidate the optimal training approach. 
Another major randomized trial is underway, using tapered flow resistance load 
and comparing both strength and endurance approaches [48]. We await the results 
of this study with keen interest. Meanwhile our clinical experience of tapered flow 
resistance load training (Fig. 45.4) is that it is well-tolerated by ICU patients and 

Fig. 45.4 Tapered flow resistive loading inspiratory muscle training in a ventilator-dependent 
patient (upper panel). Visual feedback provided during tapered flow resistive loading in a ventilator- 
dependent patient (lower panel)
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readily captures considerably more data for analysis by the treating clinicians 
(including maximal inspiratory pressure, work of breathing, tidal volume).

Furthermore, this new technology can provide visual feedback of the training on 
a computer screen (Fig. 45.4 lower panel). This information allows better guidance 
of the training by the physiotherapist, while the visual feedback on the screen stimu-
lates the patient to achieve large tidal volumes to ensure loading of the inspiratory 
muscles over full range of motion.

45.8  Barriers to Respiratory Muscle Rehabilitation in ICU 
Patients

Potential contraindications to inspiratory muscle training in ICU patients have been 
identified and include pre-existing neuromuscular disease, hemodynamic instability 
(arrhythmia, decompensated heart failure, coronary insufficiency), hemoptysis, use 
of any type of home mechanical ventilatory support prior to hospitalization, any 
skeletal pathology that impairs chest wall movements such as severe kyphoscolio-
sis, congenital deformities or contractures, poor general prognosis, or anticipated 
fatal outcome [48].

One major barrier to effective inspiratory muscle training in ICU patients is that 
this approach requires the patient to be awake and actively participating in their 
training. Patients need to be capable of understanding and tolerating an increased 
resistance for short periods, without being overly distressed by it. If patients are too 
sedated, they cannot benefit. In the landscape of reducing sedation to facilitate early 
rehabilitation in the ICU [1], this provides yet another imperative to minimize (or 
eliminate) sedation as early as possible.

In our recent practice guideline for inspiratory muscle training in ICU patients 
[14], we outlined criteria for suitability (Fig. 45.5) and identified patients for whom 
inspiratory muscle training is not appropriate, including those who require high 
levels of PEEP (e.g., >15  cmH2O), those with high respiratory rates (e.g., >25 
breaths per minute) or deteriorating respiratory or cardiovascular stability. From a 
purely practical perspective, inspiratory muscle training is also not feasible in 
patients experiencing extreme pain or dyspnea, and these will need to be addressed 
to facilitate effective treatment.

It is likely that some ICU patients will not be able to participate in inspiratory 
muscle training while ventilator-dependent, due to a combination of factors that 
may include sedation, delirium, or physiologic instability. Given the very high like-
lihood that these patients will have significant respiratory muscle weakness when 
they are eventually weaned from the ventilator, is there any advantage to commenc-
ing respiratory muscle training after liberation from the ventilator? The good news 
is that these patients can still benefit from training in the postweaning period. In a 
study of inspiratory muscle training in recently weaned ICU patients (invasively 
ventilated for 7 days or more), 70 patients were randomized to either usual care or 
additional daily threshold-based inspiratory muscle training [23]. Two weeks of 
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daily training improved inspiratory muscle strength (maximal inspiratory pressure) 
as well as quality of life. Patients were most likely to benefit if they had at least 
moderate inspiratory muscle strength (28 cmH2O or more) [49]. Therefore, a tar-
geted approach to inspiratory muscle training in recently weaned ICU patients 
appears to be a worthwhile investment.

45.9  Future Directions for Respiratory Muscle Rehabilitation 
in ICU Patients

While inspiratory muscle training is effective in strengthening inspiratory muscles 
and accelerating ventilator weaning in ICU patients, we are yet to elucidate the 
optimal training parameters. Current and future studies will guide clinicians regard-
ing the relative value of strength or endurance approaches to training, but in the 
short term it appears that strength training (high-intensity low repetition loading) is 
feasible and effective, both for ventilator-dependent patients and in the postweaning 
phase of recovery. While mechanical threshold loading can be effective in patients 
with moderate inspiratory muscle weakness, electronic inspiratory training may be 
better suited to profoundly weak ICU patients.

ICU PATIENT INVASIVELY VENTILATED > 7 days:

VENTILATOR-DEPENDENT:

RECENTLY WEANED* FROM INVASIVE VENTILATION:

• Alert and co-operative
• PEEP≤10 cmH2O
• FiO2 <0.60
• RR <25
• Able to trigger spontaneous breaths on ventilator
• Evidence of inspiratory muslce weakness (low MIP /NIF)

• Alert and co-operative
• Capable of lip seal around mouth piece OR have a
 tracheostomy in situ
• FiO2 <0.60
• RR <25
• Evidence of insiratory muscle weakness (low MIP / high RPE)

Consider Inspiratory Muscle Training if

Fig. 45.5 Criteria for suitability for inspiratory muscle training for ICU patients. PEEP positive 
end-expiratory pressure, FiO2 fraction of inspired oxygen, RR respiratory rate, MIP maximum 
inspiratory pressure, NIF negative inspiratory force (measured on the ventilator). *Recently 
weaned means independently breathing 24 hours per day without any invasive ventilatory support.  
(Reproduced from [14] with permission)
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Although this chapter has focused on the physical and physiological aspects of 
respiratory muscle rehabilitation, future research needs to also consider the contri-
bution of psychological factors to ventilatory weaning and rehabilitation. As has 
been described most eloquently with respect to patients with COPD, dyspnea is best 
understood as a complex and individual phenomenon, highly modified by emo-
tional, cognitive, and contextual factors [50]. In an ICU environment, these factors 
could include fear and anxiety, as well as cognitive challenges around attention, 
catastrophizing, and perceived lack of control. A better understanding of the psy-
chological dimension of dyspnea in ICU patients could further inform our approach 
to optimized ventilatory weaning and respiratory muscle rehabilitation. We hope 
that future studies of ICU patients will incorporate these patient-centered perspec-
tives and shape our understanding of how best to facilitate holistic recovery.

45.10  Conclusion

Early and proactive rehabilitation of the respiratory muscles is feasible and effective 
in ICU patients. As respiratory muscle weakness clearly affects outcomes within 
and beyond the ICU, the multidisciplinary team should implement targeted and 
individualized training of respiratory muscles to optimize patient recovery. 
Inspiratory muscle training can facilitate ventilator liberation, while potentially 
improving patients’ quality of life. Given the return on investment of this relatively 
low-cost therapy, respiratory muscle rehabilitation should be considered a priority 
in the modern approach to the management of ICU-acquired weakness.
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46.1  Introduction

Approximately 15% of the 5.7 million US patients receiving critical care require 
mechanical ventilation [1]. While the United States Agency for Healthcare Reporting 
and Quality has noted that hospital-acquired conditions have decreased over the 
past 4 years, there are two conditions that are not surveilled, but occur with greatest 
frequency in patients supported with mechanical ventilation [2]. One condition 
occurs only in survivors of critical illness and is termed the post-intensive care syn-
drome (PICS). The other condition is chronic critical illness, and it occurs in both 
survivors and decedents. There is overlap in that those with chronic critical illness 
are at high risk for PICS but not vice versa. It is relevant to understand the defining 
features of each syndrome in order to identify the at-risk patient populations, estab-
lish epidemiologic baselines, and articulate a platform from which to launch 
intervention.

46.2  Post-intensive Care Syndrome Features

PICS is characterized by new cognitive dysfunction, persistent muscle weakness, 
and disorder of psychosocial interactions [3] (Fig. 46.1). When the effects of the 
syndrome also impact family members, it is denoted as PICS family (PICS-F). 
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Affected family members are less likely to return to work and are transformed into 
de facto care givers, generally without specific training, and may not receive appro-
priate financial or material support [5]. Additionally, family members are apt to 
experience anxiety, post-traumatic stress disorder (PTSD), and for those whose 
loved one has died, complicated grief [6].

Critical illness survivors afflicted with PICS demonstrate impaired memory and 
executive function to a greater extent than with attention, visuospatial competency, or 
processing speed [7]. Persistent skeletal muscle weakness is a prominent feature that 
reinforces dependence, especially when it is not addressed with dedicated physical 
therapy coupled with nutritional support. The perception of being “shut-in” amplifies 
disordered psychosocial interactions. The expectation that once out of the acute care 
or rehabilitation facility normal life will resume is often not realizable. Loss of pride, 
confidence, and joy often stem from altered body habitus and body image, all of 
which are reinforced by being unable to engage in typical interpersonal dynamics. 
Overall, each of these elements degrades quality of life for critical illness survivors [4, 
8]. While many risk factors have been identified, we are unable to pinpoint a specifi-
cally high-risk group other than those receiving ICU care who require mechanical 
ventilation, develop delirium, and have been treated for sepsis or septic shock [9].

Triggers

Patient-level
factors

Disease-related
exposures

ICU
factors

Pathophysiologic
states

Cognitive
impairment

Physical
impairment

Anorexia
Decreased dexterity
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Dysgeusia
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Hyperarousal
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Pain
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Admitting diagnosis
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Infection
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Fig. 46.1 Potential triggers and outcome features of the post-intensive care syndrome (PICS). 
PTSD post-traumatic stress disorder (Reproduced from [4] with permission)
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46.3  PICS In-Hospital Interventions

Having identified a broad target group, interventions designed to reduce ICU length 
of stay, mechanical ventilation duration, avoid delirium, and rapidly diagnose and 
treat sepsis or septic shock could be anticipated to reduce PICS incidence. Two such 
interventions are the ICU Liberation bundle and the Surviving Sepsis Campaign. 
The latter is well covered elsewhere and will not be further discussed [10]. The ICU 
Liberation bundle, on the other hand, merits specific exploration. This particular 
bundle uses an A through F metric to help guide care (Fig. 46.2) [6]. Importantly, 
this bundle deliberately incorporates the family into the bundle elements providing 
an integrated approach to patient- and family-centered care.

Bundle deployment as an aid in managing the critically ill accrues specific ben-
efits. In one study assessing bundle compliance, hospital survival clearly correlated 
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manage pain
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Breathing,
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Choice of
analgesia,
sedation

Delirium:
assess, prevent,

manage

Early mobility,
exercise
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empowerment

Fig. 46.2 The A-B-C-D-E-F elements of the ICU Liberation Bundle
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with progressive application of bundle elements; the greatest survival was noted for 
those in whom all elements were applied [11]. Similar benefits were noted when 
assessing delirium-free and coma-free days as well. A larger follow-up study also 
documented improved survival, as well as decrease ICU and hospital LOS with 
progressive application of bundle elements [12]. Detailed analysis noted decreases 
in delirium, coma, restraint use, and mechanical ventilation. These benefits were 
accompanied by a surprising but anticipatable outcome—increased pain reporting. 
Patients who are more awake and interactive are able to specify their pain scores 
while those deeply sedated are not. It is likely that a multimodal approach to anal-
gesia will also support bundle deployment by avoiding opioid or sedative-induced 
respiratory depression [13].

Regardless of care efficacy, PTSD is a prominent feature of family members 
whose loved one has survived critical illness, especially if the patient was previ-
ously healthy [14]. Incorporating family members into the daily rounding process 
improves their knowledge of the care plan, improves nursing satisfaction, embraces 
goals of therapy discussions on rounds and substantially decreases the need for 
after-rounds family meetings [15]. Family members—when accompanied by a staff 
member—also appear to derive benefit from being present during resuscitation 
events [16]. Chronicling the course of care seems to help patients “recover” the time 
lost in the ICU and recreate a linear representation of their life; staff and family 
entries both demonstrate value during patient recovery [17]. Guidelines for diary 
entries have been established to help shape how data is entered and to frame the lost 
time in a fashion that supports recovery when the patient is ready to read what has 
been recorded.

Patients transferred from outlying and perhaps critical access facilities into ter-
tiary or quaternary facilities may be particularly vulnerable as the plethora of sup-
port services that encircle major hospitals are notoriously absent in more remote 
regions. Home repatriation is a critical event for survivors of critical illness as well 
as for their family members [18]. This is in part because the development of PICS 
occurs in the hospital, but screening for it and its untoward sequelae occur after 
discharge. In this way, there is high reliance on primary care physicians and 
advanced practice providers to identify those with PICS. Such activities will benefit 
from focused communication from ICU clinicians to those who will continue care 
after discharge—a feature that may leverage the interconnectedness of the elec-
tronic health record. Once PICS is identified, three overlapping approaches may 
help enhance recovery.

46.4  PICS Out-of-Hospital Interventions

Recovery efforts focus on three main interventions: physical rehabilitation, peer 
support groups, and post-ICU clinics. It is clear that rehabilitation addresses persis-
tent weakness. Recent data suggest that a guided course of rehabilitation leads to 
more sustained gains, especially with regard to independence (and quality of life) 
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than when rehabilitation activities are self-directed [19]. While rehabilitation 
addresses the physical impairments associated with PICS, peer support groups 
appear effective at addressing the psychosocial elements. Peer support groups, such 
as those developed and deployed by the SCCM Thrive collaborative, engage survi-
vors as part of a new team [20]. A variety of models exist, including those run by 
ICU staff, a psychologist, or a survivor as well as those existing solely online. Of 
course, a cross-over model that links survivors with patients actively receiving care 
in the ICU has been articulated, and may ideally provide family support when 
patients are unable to participate in dialog.

Post-ICU clinics are well established in the United Kingdom and have been 
since 1985 [21]. Key features of these clinics include an endurance assessment 
with a 6-minute walk test, symptom query, medication assessment and reconcilia-
tion, discussion of impediments to recovery, and modification or elaboration of 
plans for rehabilitation. Such clinics are relatively new in the USA but are steadily 
gaining momentum. Barriers to establishing a post-ICU clinic include finding 
space, clinician time, and a mechanism for remuneration for care. Unexpectedly, 
the post-ICU clinic and peer support space also help drive improvements in the 
ICU [22]. Notable benefits include identifying new targets for quality improve-
ment, creating new roles for survivors, improved understanding of the patient 
experience, improving ICU staff morale and inviting colleagues to participate in 
post-ICU activities.

46.5  Chronic Critical Illness Features

Chronic critical illness was also previously termed the persistent inflammation, 
immunosuppression, catabolism syndrome [23]. Now that grouping of findings is 
identified as the pathophysiology that underpins chronic critical illness. Those with 
chronic critical illness share common features including care in an ICU, ICU 
length of stay (LOS) more than 14 days, and ongoing organ dysfunction. This is 
often manifested as prolonged mechanical ventilation, ongoing renal replacement 
techniques, as well as recurrent or recrudescent infection. Indeed, chronic critical 
illness—compared to rapid recovery—strongly impacts survival and functional 
outcome in survivors of sepsis in the surgical ICU population [24, 25]. The impact 
of this pathophysiology on outcome is presented in Fig. 46.3. Relatedly, a scheme 
of immune mediator cells that drive the proliferation of myeloid-derived suppres-
sor cells with subsequently induced T-cell dysfunction has been advanced [27]. 
This pathway incudes a host of feature that result in immune paralysis, in large part 
explaining defective host defense and susceptibility to infection as a driver of organ 
failure (Fig. 46.4). There are increasing data that the elderly may be more suscep-
tible on the basis of accumulated oxidative stress and damage, autophagy failure, 
and preadmission malnutrition [28]. In this way, the foundations of chronic critical 
illness are better understood from a mechanistic perspective than are those for 
PICS.

46 Post-Intensive Care Syndrome and Chronic Critical Illness: A Tale of Two Syndromes
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Fig. 46.3 Graphic demonstrating time frames and trajectories of patients with the persistent 
inflammation, immunosuppression, catabolism syndrome, which is the pathophysiology underly-
ing chronic critical illness. LTAC long-term acute care facility (Reproduced from [26] under the 
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46.6  Unanticipated Survivor Sequelae

New chronic health conditions appear more common in critical illness survivors [29]. 
It is likely that those with chronic critical illness are overrepresented in this observa-
tion. Unsurprisingly, men appear to be more greatly afflicted than are women—at least 
in this particular study. As a result, the financial burden addressing chronic health 
expenditure is also increased in ICU survivors, never returning to the pre-illness base-
line healthcare cost [30]. Relatedly, care recidivism after surviving chronic critical ill-
ness exceeds that of ICU survivors who did not develop chronic critical illness. Sepsis 
and septic shock as index diagnoses appear to be the main drivers of this observation 
[31, 32]. Indeed, physical performance, independence, and quality of life are all 
degraded by developing chronic critical illness, perhaps reflecting persistence of abnor-
mal physiology past the time when recovery has been assumed to have occurred [24].

46.7  Syndromic Overlap

While not specifically examined, it is highly likely that there is syndromic overlap 
between those afflicted with PICS and those with chronic critical illness. The dura-
tion of critical care, organ dysfunction, and observations with regard to physical 
performance and quality of life make those with chronic critical illness at particu-
larly high risk for PICS. Indeed, those with chronic critical illness should be delib-
erately queried for PICS symptomatology. Syndromic overlap may prove to be a 
fertile domain for future investigation in order to target interventions in an espe-
cially high-risk group of patients with accelerated healthcare financial burdens.

46.8  Conclusion

Both PICS and chronic critical illness demonstrate distinct clinical criteria. However, 
the two syndromes also share important elements demonstrating syndromic overlap. 
While the prevalence of PICS seems to exceed that of chronic critical illness, our 
understanding of the genesis and pathophysiology of chronic critical illness outstrips 
that for PICS. In-hospital as well as out-of-hospital interventions have been identified 
for PICS mitigation, many of which may also serve to favorably impact the occurrence 
and impact of chronic critical illness. Both syndromes merit focused inquiry, as well as 
dedicated surveillance following acute care discharge and after home repatriation.
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47.1  Introduction: Introducing Sepsis—Reframing Risks 
and Relevance

47.1.1  The Biomedical Lens: The Dogma

From a biomedical lens, broad awareness, early diagnosis and fast treatment are the 
key narratives that drive debate and progress in biomedical sciences. Leading within 
the traditional biomedical focus have been three interconnected key narratives and 
their respective rationales:

 1. Inflammation—and the respective administration of antibiotic treatment follow-
ing a “bug-focused” approach

 2. Early administration of antibiotics—which suggests early broad-spectrum anti-
biotics vs. empirical use of antibiotics after blood cultures and antibiograms.

 3. “Golden hour”—adopting a classic health economics performance parameter for 
quality control measurement (time) and a set of decisions and actions (bundles) 
to be undertaken within the first hour of entering the health system.
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These three aspects have formed key pillars of public awareness campaigns, such 
as “Think Sepsis” and “Ask: Could It Be Sepsis” [1, 2].

The landmark paper by Kumar et al. in 2006, albeit monocenter and retrospec-
tive, set the orthodoxy in the care for critically ill patients with infection [3]. 
According to their analyses, a delay of 1 h to initiate appropriate antibiotics was 
allegedly associated with an increase of approximately 7% in attributable mortality. 
Quality initiatives almost immediately adopted the intuitive concept of a need to act 
immediately within the “golden hour” of sepsis. Terms such as “early,” “aggres-
sive,” and “pre-emptive” strategies were coined in particular in the context of anti-
microbial therapy and cardiovascular support to seemingly compensate for the lack 
of rapid diagnostics and lack of understanding of the molecular mechanisms of a 
host response that went out of control.

In addition, these concepts were well suited to be applied in simple “bundles” 
that could be enforced through regulatory actions requiring hospitals to follow pro-
tocols for the early identification and treatment of sepsis. Hospitals can actually be 
fined if they do not meet the sepsis targets [4]. Consequently, a “1-h bundle” formed 
the core of the Surviving Sepsis Campaign’s quality improvement efforts. According 
to the campaign, applying the sepsis bundle “simplifies the complex processes of 
the care of patients with sepsis.” The bundle is based on the 2016 guideline recom-
mendations integrating identified decision points and largely relying on early 
administration of broad-spectrum antibiotics and a standardized fluid bolus if lac-
tate levels suggest impaired tissue perfusion.

Increased awareness of sepsis along with standardized treatment procedures 
(“bundles”) has to some extent improved care for patients with life-threatening 
infections and organ dysfunction by advocating a high level of attention from 
patients, health professionals, and health policy makers. The contribution of the 
single components of the bundle to this effect, however, remains at best controver-
sial [5].

47.1.2  Controversy

The controversy touches upon almost every aspect of these three interconnected 
narratives leading to inconclusive implications for health policy decision making 
and treatment guidelines. Data sets evaluating timing of antibiotics in sepsis have 
shown mixed results and very ambitious timing thresholds of less than 1 h for anti-
biotic administration in sepsis have led to overuse of broad-spectrum antibiotics and 
increased resistance pressure. Thus, a potential benefit for the patient being treated 
must be weighed against health system concerns about increasing antimicrobial 
resistance. In the light of a better understanding of off-target effects of broad- 
spectrum antibiotics on the microbiome or on mitochondrial function, the liberal 
administration of antibiotic has come under scrutiny [6].

A recent study analyzing approximately 35,000 patients treated within a contem-
porary multicenter quality improvement program for sepsis documented that 
increased time to antibiotics after emergency department presentation was associated 
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with mortality in all sepsis severity groups [7], but this effect was substantially below 
the 7% per hour originally described by Kumar and colleagues [3]. A prospective 
study by Bloos et al. studied the impact of a continuous medical education program 
on 28-day mortality in a cluster-randomized protocol with special emphasis on time 
to antibiotics and source control [8]. Median time to antimicrobial therapy was 
approximately 1.5 h in the intervention group and 2.0 h in controls. The risk of death 
increased by 2% per hour delay of antimicrobial therapy and 1% per hour delay of 
source control, independent of group assignment, suggesting a significant but moder-
ate effect of antibiotics on the course of the disease [8]. In particular, the need to 
combine multiple anti-infective compounds in the light of diagnostic uncertainty 
might outweigh the benefit of early source control through off-target effects of com-
bined and broad-spectrum antibiotics. In addition to the intuitively negative effects 
on the (gut) microbiome, adverse effects on mitochondria as “endosymbionts” have 
been suggested to potentially negatively affect organ integrity and function [9]. As a 
consequence, controversial data have been reported as to whether or not to postpone 
antibiotics until diagnostic hints are available and despite strong recommendations to 
initiate antibiotics early; the database for such guidelines is rather weak. Most impor-
tantly, in a before-and-after study by Hranjec et al. the subgroup with least benefit 
from “calculated” broad-spectrum antibiotics was the group of sickest patients pre-
senting with septic shock, i.e., those in whom the current paradigm would predict the 
greatest need to initiate early anti- infective therapy [10].

A more restrictive anti-infective approach is requested from a health policy per-
spective; this restrictive policy could also benefit the individual patient. But more 
and conclusive prospective data are needed. Moreover, there is broad consensus that 
culture-independent molecular tests to shorten time to identify the suspected patho-
gen and its resistance pattern carry potential to improve the outcome of critically ill 
patients with infection, in particular if embedded in an antibiotic stewardship pro-
gram [11].

Evidence to support fluid bolus or to standardize resuscitation according to the 
“early goal-directed therapy” algorithm is even less conclusive [5]. Three large, 
randomized control trials—ARISE, ProMISe, and ProCESS—all demonstrated no 
significant difference in patient mortality when comparing usual care versus the 
protocol [12–14].

Lack of definitive data to support the concept that bundle compliance improves 
mortality in septic patients and the enforcement of these protocols within regulatory 
activities leading to consequences regarding reimbursement has led to significant 
controversy at policy level. Ironically, the 1-h bundle has never been prospectively 
tested, yet it was recommended globally. In a joint statement, the Society of Critical 
Care Medicine (SCCM) and the American College of Emergency Physicians 
(ACEP) advocated for a moratorium of this practice in the United States pending 
further review. The recommendation to set the bundle on hold was specifically given 
for a high-end healthcare system rather than for the world-wide campaign. Thus, 
concerns were raised based on specific issues regarding the bundle elements in the 
context of a one world policy. Many physicians still believe that the SSC 1-h bundle 
is efficient in a resource-limited context albeit evidence being correlational, at best.
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This prompts the question whether or not such recommendations should be given 
generally for all strata of healthcare from the emergency department to the ICU 
across low- and high-income settings. A consensus process that will lead to such a 
broad recommendation can only reflect a minimum standard and contradicts an 
individualized precision medicine approach.

47.1.3  The Impact of the Dogma on Research Horizons

The biomedical focus on the three narratives has led to anomalies and substantial 
controversy over guidelines and policies. It has also narrowed the research horizon, 
slowing the development of innovative treatment alternatives that are based on new 
and better understanding of the pathophysiology.

The intuitive concept in acute and critical care of a need to be “fast” and “early” 
following the motto “time is tissue” has improved outcome in many areas of medi-
cine, such as myocardial infarction or stroke, in which timing of an intervention, 
typically re-establishing oxygen availability, is of the essence. As discussed above, 
this concept has been rolled out to other areas in critical care, most notably sepsis. 
The evidence base, however, to justify this generalization is shaky. Extrapolation of 
the data from other forms of shock, e.g., hypovolemic shock, to septic shock is not 
as solid as it may seem at first glance. While this approach will improve oxygen 
delivery when an inappropriately low preload contributes to anaerobic metabolism, 
the pathogenesis of hyperlactatemia in sepsis is multifactorial and includes several 
causes unrelated to an impaired preload, such as mitochondrial uncoupling and 
Warburg metabolism [15]. Moreover, mandatory fulfillment of a predefined volume 
load even in those patients that are not volume responsive is wrong. As such, the 
lack of documented benefit of the volume challenge in healthcare systems in high- 
income countries does not come as a surprise and is reflected in data that a positive 
fluid balance is associated with worsening outcome [16].

Similar to the discussed limitations of early and broad-spectrum antibiotics, 
another dilemma unfolds when looking at the fluid bolus to improve oxygen utili-
zation. In order to establish a “one world” campaign that meets the needs of set-
tings as diverse as low- to high-income healthcare systems or even within the 
strata, settings as diverse as general wards, emergency rooms, and ICUs, a mini-
mum consensus of 30 ml of crystalloid across the strata was chosen that is difficult 
to justify [17].

47.1.4  Modifications Within the Paradigm

As more anomalies and substantial controversy arose, modifications within the par-
adigm led the discussion to a reflection on treatment rationales (e.g., kill bugs) and 
paved the way for a more modern understanding of sepsis that allows alternative 
treatment options, such as modulating the immune system. It also led the way to 
re-defining sepsis (Sepsis-3 definition) [18–20].

P. Dickmann and M. Bauer



627

Thus, the discussed limitations of the bundle approach determined that the patho-
physiological framework of sepsis as derived from clinical studies was oversimpli-
fied to the extent of erroneous recommendations. From a philosophy of science 
perspective, the even broader gap of the currently unfolding basic scientific under-
standing of pathogen-driven organ dysfunction and clinical care limits the required 
paradigm shift regarding care for the critically ill. In fact, the recent Sepsis-3 defini-
tion advocates for the initiation of the process to close this gap by acknowledging 
failure of the systemic inflammatory response syndrome (SIRS) concept and by 
revising the understanding of cellular mechanisms of septic shock.

The most promising current development, however, relies on the discovery of 
resilience or disease tolerance as a strategy of the host to deal with infection. The 
characteristic hallmark of this host response pattern is an increased ability to cope 
with pathogens in otherwise sterile tissues without impairment of host fitness. Thus, 
while resistance mechanisms rely on reducing the pathogen load, resilience can be 
achieved even despite a persistently high pathogen load. This would suggest that 
beyond interventions to reduce the pathogen load, i.e., antibiotics, treatment options 
can be designed which increase the ability of the host to withstand pathogens, 
including those that are resistant to antibiotics. Several options that are promising 
have been reported which include therapeutic use of cholesterol in pneumococcal or 
apoferritin in polymicrobial sepsis [21, 22]. Interestingly, the therapeutic use of 
cholesterol was patented as early as 1910 by the Bayer Company, i.e., in the pre- 
antibiotic era and might become interesting for the post-antibiotic era again.

47.2  Political Science Intermezzo

Sepsis has become a more prominent topic on the global policy agenda, and health 
decision makers are rightly attentive to further advance the progress in science, 
policy, and practices. However, there seems to be a tendency to break down big 
global challenges into smaller manageable chunks that can be achieved by individu-
als: combatting climate change by flying less, controlling pandemics by washing 
hands and reducing antimicrobial resistance by taking and prescribing antibiotics 
more consciously.

This is a double-edged sword: while it is, obviously, a reasonable and sensible 
policy approach to encourage a responsible lifestyle, modern risk management is 
not an individual lifestyle choice. By referring policy decisions to individual 
choices, these smaller manageable parts (e.g., hand washing) become disconnected 
from the bigger picture, leaving individuals depoliticized with lifestyle choices 
rather than policy decisions. This individualization mimics economic history: wash-
ing hands is, literally, a tiny piece in the conveyor belt process where individuals 
lose contact and context with the real world and just contribute tiny, mechanic, 
repetitive moves to running a well-oiled machinery. Individualization (e.g., hand 
washing), in this regard, is a political driver to refer and defer responsibility.

This individualization mirrors the industrialization process and contributes to the 
“silo-ing” of problems—a tendency the global community often complains about.
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From this political science perspective, medical specialization echoes the distribu-
tion of labor, risking the loss of access and ability to understanding the broader pic-
ture. Overspecialization could mean not looking at the contexts any longer which have 
important roles in determining the conditions in which diseases, patients, and health pro-
fessionals interact. Global challenges, such as climate change, pandemics, and antimi-
crobial resistance, are about governance and health policy. Antimicrobial resistance, for 
example, is not just about hand washing. It is also driven by how hospitals are designed, 
built, operated, staffed, and governed; antimicrobial resistance is about how animals are 
fed; antimicrobial resistance is about the role of healthcare within society [23].

47.3  Modern Understanding of Risks: Looking 
at the Contexts

Having re-narrated the progress of sepsis research, policy, and practices, including 
the paradigm shift that is reflected in the new sepsis definition, we highlight the 
importance of understanding the various drivers and perspectives that run the dis-
course of sepsis and other big challenges.

In order to modulate the discourse to include a health system perspective, we 
review the fundamental re-thinking of sepsis as deterioration at the patient level within 
a complex system. Our starting point is the concept of risks—and the traditional risk 
assessment, in particular. In a traditional approach, risks are calculated as a product of 
probability by impact, resulting in a number (“risks”). Conventional approaches under-
stand the communication of these “risks” as risk communication. We advocate for a 
more modern understanding of risks that is aligned with the ISO 9001 understanding of 
risks in modern risk management (ISO 9001: 2015 Risk Management): risk is anything 
that has an effect on the uncertainty of objectives, meaning that risks deviate from the 
objectives of an organization or institution. Translating into the risk management of 
sepsis, the key question is not how big the risk is, but how one can detect the deviation 
early. In a visual representation, the development of sepsis (red graph) and the health 
system response (orange graph) is displayed in Fig. 47.1 [24, 25].

SepsisInterventions

Fig. 47.1 The development 
of sepsis and the health 
system response 
(interventions) over time [24, 
25] (Modified from [24] 
with permission)
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Risk in this new approach is not a number referring to statistics but a deviation 
that relates to objectives. This reframes risk in a relational approach as a relation-
ship between two dynamics: the dynamic of the deterioration of a patient and the 
dynamic of the system in which it happens (health system responsiveness). This 
new approach also modifies the investigation: the key ambition now is to detect the 
deviation (escalation of a patient’s condition) earlier, respond faster, have smoother 
coordination, and create a smarter legacy in terms of governance (Fig. 47.2).

47.4  Sepsis as Health System Failure

A health system approach looks at sepsis from the context in which it takes place. It 
reflects the entire process (earlier, faster, smoother, and smarter) and highlights the 
conditions that enable patients to deteriorate and their influencing factors. Previous 
research has used this relational risk and the methodology to better understand and 
speed up the detection time to major public health events [26]. Transferring this 
approach to sepsis enables application of a radical approach, literally analyzing the 
root cause by looking at the conditions and their influencing factors.

47.5  Conclusion

We have reviewed two perspectives displaying a similar pattern. Through a bio-
medical lens, we reviewed the development of powerful policies, general recom-
mendations, and practical guidelines (bundles) that are based on outdated evidence. 
These strong statements come into conflict with current evidence. Current evidence 
has been articulated in the new sepsis definition. It is now time to produce strong 
and stable policies and practices based on a more advanced, better understanding of 
the pathophysiology.

From a health system perspective, risk management and risk communication are 
also based on a rather traditional and flawed concept of risk. Innovative thinking 

EARLIER FASTER

2

3

4

1

Interventions Sepsis

SMOOTHER SMARTER

Fig. 47.2 Earlier, faster, 
smoother, and smarter: risk 
management in sepsis aims 
to detect the deviation 
(escalation of a patient’s 
condition) earlier, respond 
faster, have smoother 
coordination, and create a 
smarter legacy in terms of 
governance [24, 25] 
(Modified from [24] with 
permission)
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points to a better understanding of a more dynamic, relational risk. The conceptual 
approach investigates the determining conditions and their influencing facts.

Having uncovered a similar pattern of sepsis in organ and health system fail-
ure, we advocate for an integrated approach to better care for patients with life-
threatening infections.
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48.1  Introduction

The intensive care unit (ICU) can be a stressful environment for patients and fami-
lies, with well-established long-term consequences [1, 2]. The impact that this 
unique environment can have on healthcare professionals is being increasingly rec-
ognized [3–5]. Challenging ethical situations, exposure to high patient mortality 
and difficult daily workloads can lead to excessive stress for those caring for criti-
cally ill patients [3, 6, 7]. A growing body of literature suggests that this excessive 
stress and resultant moral distress can lead to burnout syndrome.

In this state-of-the-art review, we focus on the epidemiology of burnout syn-
drome in the ICU and the impact it can have on clinicians, patients, and the health 
service. Risk factors for burnout syndrome, alongside potential strategies to miti-
gate burnout and optimize fulfillment, will also be discussed.
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48.2  Burnout Syndrome

In 2016, the Critical Care Societies Collaborative, which includes the American 
Thoracic Society, the American Association of Critical Care Nurses, the American 
College of Chest Physicians, and the Society of Critical Care Medicine, convened a 
working group to focus attention on psychological health and well-being for provid-
ers of critical care. This official “Call for Action” statement defined burnout syn-
drome as an “individual response to particular work related events that manifest in 
people that do not have baseline psychological disorders” [3].

Burnout syndrome, described nearly half a century ago, is defined as a work- 
related condition characterized by three symptoms: emotional exhaustion, deper-
sonalization, and a reduced sense of personal accomplishment [8, 9]. Burnout 
syndrome manifests when an individual’s perceived self-worth and expectations do 
not match those of the employers/organization [3, 4]. Although the concept of burn-
out syndrome, applied to healthcare providers, is still evolving and its causes and 
manifestations have overlap with other concepts such as compassion fatigue, for the 
purpose of clarity, this state-of-the-art review will focus on burnout and burnout 
syndrome.

In general, burnout manifests when one (or more) of six mismatches between 
individual and job is present: workload, control, reward, community, fairness, and 
values [9]. The six-mismatch framework has been applied to design interventions at 
the individual and organization level and, as described below, was simplified and 
applied to the profession of critical care medicine by the Critical Care Societies 
Collaborative (Fig. 48.1).

48.3  Prevalence of Burnout Syndrome Among Critical Care 
Professionals

Multidisciplinary, coordinated care, delivered by caring and compassionate clini-
cians trained in critical care, is an essential component to high-quality critical care 
delivery [10]. Relative to other professions, burnout is more common among the 
“caring” professions [11], which partly explains the burnout epidemic present 
among healthcare professionals and critical care clinicians, in particular [3, 4, 
10–18].

In cross-sectional studies, most critical care clinicians manifest one of the three 
classic features of burnout [3, 4]. For example, in a United States study of university 
hospital ICU nurses, 81% of critical care nurses experienced one or more symptoms 
of burnout [12], and severe burnout syndrome was found in 33% of critical care 
nurses and nursing assistants studied in a large French survey study [14].

Two large national surveys conducted more than a decade apart reveal the mag-
nitude of what appears to be an enduring epidemic among critical care physicians. 
In a landmark, 1-day national survey conducted in 189 French ICUs in 2004, a high 
level of burnout was observed in 46.5% of critical care physicians [17]. In a survey 
of 15,069 United States physicians conducted in 2019, wherein critical care 
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physicians comprised 1% of respondents, 44% of physicians surveyed were burned 
out, as were 44% of the critical care physicians surveyed [16]. Furthermore, 14% of 
survey respondents reported that they had thoughts of suicide. Burned out or 
depressed critical care physicians, who on average reported working longer hours, 
were less likely to seek professional help [16].

48.4  Burnout and Fulfillment in Critical Care as a Profession

To date, the epidemiology of well-being among critical care professionals has 
focused on burnout assessed at a single time point. To gain a more complete under-
standing of critical care professional well-being, in line with the National Academy 
of Medicine recommendation to improve clinician well-being, which requires a 
commitment to “measure it, develop and implement interventions, and then re- 
measure it” [19], one health system implemented an initiative wherein they serially 
assess critical care provider well-being [18]. At each survey, section critical care 
physicians complete two, complementary, validated tools to measure burnout and 
professional fulfillment [18–21]. Notably, the initiative measures well-being when 
physicians are not on service in the ICU, in addition to measuring well-being when 
on service. As the investigators hypothesized, an ebb and flow to burnout exists, 

Moral Distress
Perceived Delivery of Inappropriate Care

Compassion Fatigue

Post-Traumatic Stress
Disorder and

Other Psychological
Symptoms

Increase Rates of Job
Turnover

Decreased Patient Satisfaction
and Quality of Care
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Personal
Characteristics

Organizational
Factors

ICU Environment

Fig. 48.1 Risk factors associated with burnout syndrome and impact on the provider, care, and 
the healthcare system (Reprinted from [3] with permission of the American Thoracic Society. 
Copyright © 2019 American Thoracic Society)
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with burnout peaking at 41% when on service and subsiding to 25% when not 
attending in the ICU [18]. Burnout varied by rotation, implying role, staffing and 
ICU culture can impact burnout measures, and, as detailed below, rotation length. 
Furthermore, in contrast to the ebb and flow of burnout, fulfillment was common 
whether the physician was off service, at 60%, or during service, at 55% [18]. As 
context, fulfillment was observed in 34% of physicians in the validation study of 
the survey instrument [21]. These data suggest that fulfillment, or joy, is common 
in the profession of critical care medicine. Confirmatory studies engaging the 
entire multidisciplinary care team are warranted, as are studies designed to eluci-
date factors associated with professional fulfillment in the field of critical care 
medicine.

48.5  The Impact of ICU Burnout Syndrome

The effects of clinician burnout syndrome are far reaching. In addition to adversely 
affecting the well-being of individual clinicians, burnout syndrome can have major 
adverse consequences for patient-care and the healthcare system [3, 4, 10].

48.5.1  Individual Impact

Burnout syndrome can have a significant impact on the health and well-being of 
individual clinicians. For example, symptoms of depression and post-traumatic 
stress disorder (PTSD) are more common in ICU physicians and nurses with burn-
out syndrome [12, 22, 23]. This can have wide ranging effects on the individual’s 
private life as well as patient safety. In a recent prospective, observational multi-
center study of over 1500 staff from 31 ICUs in France, symptoms of depression in 
healthcare staff were an independent risk factor for medical errors [24]. There is 
also a negative relationship between individual clinician productivity and burnout. 
This definition of productivity included an increased number of sick days, intent to 
continue practicing and intent to change jobs [25]. One study from Europe also 
demonstrated that physicians with burnout had significantly greater odds of having 
self-perceived “insufficient” work ability [26]. This lack of confidence in one’s abil-
ity may have an impact on both the practitioner’s mental health and indeed ongoing 
patient care.

48.5.2  Healthcare System and Patient Safety

International research has demonstrated the relationship between patient-reported 
experience and staff burnout. For example, in one US-based study of more than 800 
nurses and 600 patients from over 20 hospitals, nurse burnout was associated with 
patient satisfaction. In this particular study, patients who were cared for on units that 
nurses characterized as having adequate staff, good administrative support for care 
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and good relations between staff groups were more than twice as likely as other 
patients to report high levels of satisfaction with the care they had received, and the 
nurses in these units reported significantly lower levels of burnout [27].

Burnout syndrome can have a bi-directional relationship with patient safety. 
Errors in the clinical setting can cause stress for the individual clinician involved 
and lead to burnout syndrome. Conversely, burnout syndrome may cause stress, 
reduce performance, and thus cause more errors [3, 4]. Burnout syndrome can also 
result in high sickness rates and potential skill drain in organizations if staff mem-
bers feel they have no option but to leave their jobs prematurely to preserve their 
own mental and physical health; this may cause problems for the healthcare system, 
the individual, and also patient safety [28, 29]. Although an easy solution may 
appear to be to replace staff in these roles, this may not be a straightforward process 
and may be associated with a reduction in efficiency [29]. A recent estimate sug-
gests that the average costs to replace an ICU nurse in the United States range from 
$36,657 to $88,000; thus higher turnover can have a significant economic impact for 
healthcare systems [30]. In more extreme cases, there may be no other suitably 
qualified candidates to perform the task, which may be a further risk to patient 
safety [31].

48.6  Risk Factors for Burnout Among ICU Clinicians

Previous surveys of broad populations of physicians and nurses, and of critical care 
physicians, nurses, nurse assistants, and respiratory therapists specifically, have elu-
cidated several factors associated with stress and burnout, which can be categorized 
into four broad domains: (1) individual characteristics, (2) workload and organiza-
tional issues, (3) quality of working relationships, and (4) clinical care requirements 
(Fig. 48.1) [3].

The primary individual characteristic associated with increased risk of burnout 
among physicians is female sex. Women physicians had approximately a 60% 
increased rate of burnout compared to men in both the Physician Work Life Study, 
which included almost 6000 physicians across a broad range of medical specialties 
in the United States [32], and in a survey of almost 1000 French intensivists [17]. 
Among nurses, female sex has not been consistently associated with the presence of 
burnout; however, nursing surveys have reported very high percentages of female 
respondents, perhaps limiting the possibility of testing this association.

Younger age has been associated with burnout among ICU nurses [14, 33]. This 
may reflect increased perceived stress related to inexperience or self-confidence, or 
that those nurses who experienced burnout left the specialty or clinical practice 
altogether at a younger age. Certain personality characteristics may also influence 
the experience of burnout. For example, among a group of nurses in Spain, neuroti-
cism (as measured by a validated personality inventory) was associated with 
increased emotional exhaustion, depersonalization, and decreased personal accom-
plishment. Conversely, extroversion and agreeableness were potentially protective, 
as they were associated with decreased burnout scores [34].

48 Burnout and Joy in the Profession of Critical Care Medicine



638

A number of workload measures and organizational factors have been linked to 
increased burnout. Notably, the sheer volume of work (as measured by working 
hours) has not been demonstrated to have a consistent association; however, timing 
of work has. For example, among ICU nurses, lack of control over one’s schedule 
and rapid patient turnover is associated with increased burnout [14]. On the other 
hand, having professional activities outside of bedside care, such as involvement in 
a work group or research team, may be protective against burnout [14, 35, 36]. 
Among physicians, having more night shifts, more consecutive work days, and less 
time since the last nonworking week contribute to burnout [17, 18]. Furthermore, 
ICU physicians who display evidence of psychological distress or depression per-
ceive feeling too much responsibility as a major stressor, suggesting that concurrent 
and competing clinical demands contribute to burnout [37].

Among physicians and nurses, working relationships have been consistently 
described as important contributors to job satisfaction. Numerous surveys have 
demonstrated an association of interpersonal conflicts—between nurses and physi-
cians, with peers and colleagues, with supervisors, and with patients and families—
with increased risk of burnout. Interpersonal conflict in the care of critically ill 
patients can lead to moral distress (that is, the inability of a clinician to act accord-
ing to his/her values due to internal and external constraints), which has specifically 
been linked to burnout [38, 39]. Even in the absence of conflicts, higher scores for 
quality of relationships with nurses as reported by physicians were associated with 
less burnout [17], suggesting the importance of healthy and positive collaboration 
as a mechanism to protect clinicians.

Finally, the clinical care that is required of ICU clinicians may contribute to 
burnout. Taking care of critically ill patients is by nature stressful, fast-paced, and 
potentially chaotic. Although studies have not shown a consistent independent asso-
ciation between patient severity of illness and risk of burnout, a few studies among 
ICU nurses have demonstrated higher rates of burnout when caring for dying 
patients and being involved in decisions about withholding and withdrawing life- 
sustaining therapies [14, 36].

48.7  Strategies to Mitigate Burnout

The prevalence of burnout among ICU clinicians and its potential consequences 
warrant immediate action. Given the breadth of risks to clinicians, to quality of care 
and patient outcomes of today, and to the quality and size of the ICU workforce of 
tomorrow, we believe that clinicians, hospital administrators, and policy makers 
must share in the responsibility for taking action.

Unfortunately, there has been limited empirical research thus far to guide us. To 
our knowledge, there have been no randomized trials of interventions focused on 
prevention or treatment of burnout in ICU clinicians. We suggest that candidate 
interventions—focused on recognition of burnout as a common syndrome in ICU 
clinicians, establishing and maintaining healthy collaborative work environments, 
and providing flexibility and resources to support clinicians experiencing 
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burnout—should be developed and tested with the same rigor as patient-targeted 
therapeutic interventions in critical care.

According to the Critical Care Societies Collaborative, in addition to organiza-
tional accountability, clinicians should have “individual accountability for main-
taining their own emotional and physical health and for building resiliency” [3]. To 
do so, clinicians must first learn how to identify burnout symptoms in themselves 
and their colleagues. Then, they must develop healthy strategies to ensure self-care 
and mitigate fatigue (such as getting adequate sleep, exercise [40], or engaging in 
mindfulness and meditation practices); for time management; and to optimize inte-
gration and balance between personal and professional responsibilities, all of which 
promote resiliency and may reduce burnout.

Clinicians should also be mindful to avoid unhealthy behaviors that can exacer-
bate fatigue (e.g., limit alcohol [40]), undermine health and fuel burnout. For exam-
ple, 41%, 23%, and 19% of physicians in a US survey acknowledged coping with 
burnout by isolating themselves from others, drinking alcohol, and binge eating, 
respectively [16]. Rather than distancing oneself from others and disengaging, evi-
dence suggests that engagement and a commitment to deliver compassionate care 
mitigates burnout, in addition to improving patient outcomes [41].

There are several ways in which organizations can address ICU clinician burn-
out. In general, these strategies are designed to address one or more of the 
“individual- to-job mismatches” that contribute to burnout: workload, control, 
reward, community, fairness, and values [9]. First, to prevent burnout, organizations 
should prioritize the creation and maintenance of healthy work environments. For 
example, incorporating team-building and communication training into profes-
sional development activities could improve working relationships and conflict 
management. Use of team debriefings after high-stress team interactions, such as 
cardiac arrest, can similarly promote increased and improved interpersonal com-
munication and effective collaboration while acknowledging and applauding the 
team’s valuable efforts. Structured communication, such as during interprofessional 
rounds, can support role clarity and teamwork. Collaborative decision-making and 
ethical deliberation on critical decisions can also improve the ICU environment and 
potential mitigate moral distress.

Second, organizations can take steps to address the issues around workload and 
timing. Providing clinicians with some flexibility and autonomy in scheduling may 
provide a sense of control that promotes job satisfaction. Furthermore, putting lim-
its on continuous working days may lessen the emotional and physical exhaustion 
and sleep deprivation that accompanies the high-intensity clinical care. Indeed, 
studies have demonstrated that changing intensivist rotations from 14 consecutive 
days to either 7 consecutive days or giving the weekend off in the middle is associ-
ated with reduced burnout symptoms [18, 42].

A novel strategy for the prevention of burnout syndrome is the adoption of activi-
ties that recognize the long-term recovery trajectory of patients and caregivers fol-
lowing the initial ICU exposure [43]. Recent multicenter work undertaken by the 
Society of Critical Care Medicine’s THRIVE initiative has demonstrated that longi-
tudinal feedback improved staff satisfaction at work, as well as potentially 
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improving patient care in the ICU [44]. This feedback can be obtained through a 
number of forums including peer support groups, ICU follow-up clinics, and patient 
and staff celebration events. This novel mechanism is still developing, and more 
research is required around its relationship with clinician burnout syndrome.

Finally, providing training and resources to build resiliency could improve the 
ability of ICU clinicians to cope with the stressful ICU environment. For example, 
in a recent pilot study, ICU nurses participated in a 2-day resilience training work-
shop on topics such as self-care, mindfulness exercises, and expressive writing 
therapy. Participants found this workshop acceptable and had decreased PTSD 
symptom scores afterwards [45]. In another pilot study of physicians, a professional 
coaching program reduced emotional exhaustion and improved overall quality of 
life and resiliency [46]. Other resources that organizations could provide include 
access to cognitive-behavioral therapy, establishment of support groups, and stress- 
reduction training.

48.8  Conclusion

Burnout is a threat to the profession of critical care medicine, with high prevalence 
rates across critical care provider disciplines. However, with a robust community 
response to the call to action, the opportunity exists to mitigate burnout and opti-
mize fulfillment among critical care professionals to ensure that caring, compas-
sionate, high-quality critical care is delivered to all critically ill patients.
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Advance Directives in the United 
Kingdom: Ethical, Legal, and Practical 
Considerations

V. Metaxa

49.1  Introduction

An advance directive is a statement made by a capacitous person, specifying the 
treatment they are willing to receive should they become incompetent in the future. 
In the area of bioethics, advance directives represent the epitome of individual 
autonomy, as they allow the wishes of the patient to be heard even when decision-
making capacity is lost. There are different ways by which a person can form an 
advance directive: stating (verbal or written) advance decisions (or living wills), 
granting a lasting power of attorney for health and welfare, completing a do-not-
attempt resuscitation form, or enrolling in the organ donor registry are some of the 
most common ones (Fig. 49.1). Specifically, in critical care, intensivists may come 
across advance directives in several different situations: first, a patient might have 
drafted an advance directive for situations where they have temporarily lost con-
sciousness but wish to refuse certain treatments; an example would be an advance 
directive by a Jehovah’s Witness to refuse blood products. Second, a patient might 
be suffering from a degenerative physical or mental illness that will ultimately ren-
der them incompetent and want treatment to be withdrawn when they reach a state 
that is unacceptable to them (e.g., in motor neuron disease or dementia). Third, 
patients might have a more general verbal directive discussed with their family, 
where they express conditions or situations that they would find unacceptable.

However, despite their conceptual advantages, the number of valid advance 
directives in the UK remains very small, demonstrating an issue with their uptake. 
In this chapter, the ethical, legal, and practical challenges that surround the use of 
advance directives are explored, and suggestions for a more effective use are 
presented.
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49.2  The Present

Advanced directives are viewed as a celebration of autonomy in UK healthcare and 
since the Mental Capacity Act they are also legally binding, protecting the anticipa-
tory wishes of the individual [1]. Despite their clear legal status, their number and 
utilization are limited, with only 8–13% of patients having expressed their wishes in 
case of future incapacitation and no specific data for intensive care units (ICUs) [2]. 
The small numbers of advance directives have led authors to write about the “failure 
of the living will” [3], highlighting that not many people actually know what their 
wishes are and if they do, they are unable to articulate them clearly. In the SUPPORT 
trial there was evidence of confusion in the patients’ stated wishes, which raised 
concerns that they either did not know what they really wanted or they could not 
accurately articulate their wishes [4]. Furthermore, people fear that their advance 
directives will either be misinterpreted or not be taken into account [3]. Surprisingly, 
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the presence of an advance directive does not ensure its respect by the treating phy-
sicians, partly due to doubts regarding its genuineness and partly due to prognostic 
uncertainties [5]. In one study, only 39% of physicians followed the directions of 
care stated on a patient’s advance directive [6] and only when it was concordant to 
their own medical plan [7]. Other issues highlighted are the doubt in the ability of 
individuals to know what they would want in the future, the fear of ignoring a 
change of mind, and the lack of applicability in urgent scenarios.

49.3  Ethical Issues

The purpose of advance deliberation is to allow a person to maintain control, by 
encouraging them to determine how they want to be treated in the future, without 
anyone having to second-guess their wishes. As such, advance directives represent 
the essence of autonomy, whereby the individual acts freely in accordance with a 
self-chosen plan, which will be implemented not contemporaneously but in a future 
scenario when the creator will have lost capacity. As an autonomous action though, 
it falls under specific moral requirements: it has to be (a) intentional; (b) made with 
understanding; and (c) made without controlling influences [8]. It is in each of those 
requirements that moral counterarguments arise, casting doubt on the usefulness of 
advance directives as a reflection of a person’s core values.

One of the most contested points in the area of advanced deliberation is in situa-
tions where the person that drafted the advance directive is very different from the 
person whose fate will be determined by it. Dworkin, in his much-quoted case of 
Margo, described a patient with an advance directive that stated that if she were to 
develop Alzheimer’s disease, she would not want to receive any life-sustaining 
treatment [9]. However, when she developed the disease, she appeared perfectly 
content and requested antibiotics in order to continue to live. The critics of binding 
decisions in cases of advanced dementia claim that the present and past Margo are 
two different moral agents, and the connection between them has broken so irrevo-
cably that the applicability of any advance directive no longer exists. In these cases, 
precommitment with an advance directive is “an impractical and inappropriate strat-
egy for securing humane and dignified death” [10]. Why should the focus on pro-
spective autonomy result in the harm of an individual, who does not even recognize 
their previous wishes? The indisputable fact is that individuals express different 
treatment preferences in times of health and illness [11], and hence their advance 
directives are frequently unclear and should not be followed blindly, especially 
when they endanger the individual’s life [4].

Contrary to the argument above, Dworkin’s reasoning for ignoring Margo’s 
request is that if autonomy is to be respected, it is her initial, capacitous wish that 
should be given priority, as it represents an important core value of her life [9]. By 
creating an advance directive regarding dementia, the patient has apparently thought 
about a potential future with the disease and discarded it as unbearable. As dementia 
is linked with loss of one’s personality and not commonly with pain or other form 
of physical suffering, it would seem plausible that it is this exact situation of 
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de-personalization that the creator of the advance directive wanted to avoid. Being 
happily or unhappily demented does not alter the fact that one is indeed demented, 
and this was the situation (and the indignity attached to it) they wanted to avoid all 
along. The mere existence of an advance directive proves that the individual had 
thought in advance that a situation might arise, when the preservation of their life 
would be worse than its termination. Why should someone that felt so strongly 
about the future treatment they receive not be allowed to set a framework for their 
medical management? Approaching every end-of-life situation with a preset bias 
toward the sanctity of life assumes that it is less harmful to erroneously disregard a 
person’s autonomous decision to refuse life-sustaining treatment than it is to con-
form with such a decision and end a patient’s life in error. However, not everyone 
ascribes such absolute value to preservation of life and it would seem reasonable 
that the same individuals who made an effort to create a valid and applicable advance 
directive are those that would also want to be in control of their own death when life 
is judged to have become unbearable [12].

Further moral issues around self-determination arise from the need for the deci-
sions to be based on firm understanding of the situation in question. No consensus 
exists about the nature of understanding; however, in the Mental Capacity Act of 
2005 the need for the creator to be specific in the treatment and circumstances men-
tioned points toward (without clearly mentioning) the need for a higher level of 
understanding of the treatment that is refused [1]. To complicate matters even more, 
studies on patient preferences have shown that people are quite inaccurate in pre-
dicting the intensity and duration of their emotions [13], as well as the stability of 
their preferences [14]. A poignant question thus arises: how can an individual make 
a binding decision about a future situation that she/he cannot fully understand in the 
present? This rationale though would invalidate all prospective decision-making, 
from blood transfusion to consent for life-saving interventions. Assuming that a 
patient is incapable of making autonomous decisions relating to healthcare, just 
because they do not have the breadth and depth of medical knowledge, is a paternal-
istic stance that disregards the ability of a person to know what is best for them-
selves. Especially when the patient has had the time to live with a condition or 
disease, their understanding is deeper, the emotions generated have been reflected 
upon, and hence the decisions reflect a higher degree of autonomy.

It is essential to highlight that important differences exist between various cul-
tural, religious, social, and geographical populations, and the multicultural charac-
ter of the UK renders this fact even more obvious. Unlike England and other Western 
societies, especially North America, in Southern European as well as in Asian coun-
tries patient autonomy is not the overriding principle—family ties are still very 
strong and sometimes take precedent over individual autonomy [15]. Given the very 
strong family involvement in all important aspects of one’s life in these countries, it 
would be uncommon for an individual to make decisions in isolation about funda-
mental issues, such as death and dying. It would also be very difficult for physicians 
to prioritize the written wishes of unconscious patients over those of their family, 
especially if there was discordance. It follows that the existence of a document that 
went directly against the values of the patient’s relatives would undoubtedly be 
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disbelieved and ultimately ignored. The role of a lasting power of attorney, who 
would act as a surrogate decision-maker adopting either substituted judgment or a 
best-interests approach, would be more appropriate in this setting. Even allowing 
for the criticisms expressed for the proxy role [16], giving legal status to a person 
chosen by the patient would be more widely accepted than the legal document with 
pre-stated wishes.

49.4  Legal Issues

The first advance directive was drafted in 1967 in the United States of America by a 
Chicago attorney, member of a right-to-die organization, who termed it “living 
will.” It was a response to the rapid technological advances in healthcare and 
patients’ concerns that they will “become victims trapped […] after they lose their 
ability to voice their wishes” [17]. In English common law, the advance directive 
was first recognized in 1990 by Lord Goff, who stated that “one of the limits on 
providing treatment without consent in emergency situations, was the existence of 
some evidence of a pre-existing wish of the patient, expressed at a time when they 
were competent, which indicated that they may wish to refuse medical treatment for 
a particular illness or injury” [18]. Since then, the courts’ stance toward anticipatory 
choices has been inconsistent and frequently paternalistic, using uncertainties 
around the patient’s competency at the time of the advance directive, its applicabil-
ity in specific circumstances, and its validity based on the information provided to 
justify the decision-making.

The case of HE v A Hospital Trust is one of the examples in the common law, 
before 2005, which demonstrates the difficulty of the courts to rule favorably toward 
self-determination [19]. The young female, who was born a Muslim, was a Jehovah’s 
Witness in need of a life-saving blood transfusion, with a recent advance directive 
specifically refusing all such treatment. Her father pertained that she had recently 
renounced her faith, as she had become engaged to a Muslim man and had not been 
to church for 2 months. The Judge, J Mundy, decided that there was considerable 
doubt regarding the validity of the advance directive and granted the father’s decla-
ration, noting that the legal burden of proof lay on the person seeking to have an 
advance directive accepted, and in case of doubt, “convincing” and “inherently reli-
able” evidence “must be scrutinized with especial care.” It is obvious that in the face 
of uncertainty, a presumption in favor of preserving life was assumed and, instead 
of demanding equal amounts of scrutiny to evidence provided by each side, the 
burden of proof was applied only on proving the validity of the advance directive. 
Mundy J accepted the evidence of HE’s father but disregarded the testimony of her 
mother and brother, as well as the fact that the patient repeated her Jehovah’s 
Witness beliefs only days before in a hospital appointment, opting to protect the 
sanctity of life.

Along the same lines was the decision in The NHS Trust v T, where a patient with 
borderline personality disorder and history of self-harm created a written advance 
directive refusing blood transfusion [20]. Her decision was overridden as it was 
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deemed she lacked capacity, presumably because of her mental condition and 
despite the testimony of three different physicians who pertained she was competent 
to make that decision. Charles J based the decision on one consultant who disagreed 
with the rest and created enough uncertainty (like in the case of HE) to overrule the 
patient’s autonomous, written, and supported decision. Once more, it appears that 
the common law is quick to act paternalistically and with a bias toward life preser-
vation. There was no explanation why evidence disproving the validity and applica-
bility of the advance directive (in both cases) carried more weight than the evidence 
that upheld it; it would appear that any future decision relating to end-of-life could 
just be overturned when any individual casts a shadow of doubt.

The essence of the advance directive is evident in Re AK, in which a patient who 
had motor neuron disease and was able to communicate only by blinking his eye, 
made an advance decision which stated that he wanted artificial nutrition and hydra-
tion to be withheld when he lost all powers of communication; the court upheld his 
request [21]. Apart from the fact that this is a situation where the patient retained 
capacity until the end and foresaw the exact circumstances of his death, thus negat-
ing the grounds for refusals used in the aforementioned cases, it has been suggested 
that the law will validate advance directives more easily if the decision is considered 
“objectively rational” or if the patient’s welfare is not compromised [22].

The Mental Capacity Act was introduced in 2005, and one of its aims was to 
simplify the law in respect to advance directives, applying appropriate safeguards 
that would clarify the situations in which future decisions are binding and, more 
importantly, where they can be legitimately overridden [1]. It strived to find a bal-
ance between the patient’s right to self-determination and the need to protect the 
interests of the future, incompetent person. Although the Act provides freedom from 
liability to a physician who conforms with the patient’s wishes for non-escalating/
terminating treatment, it is also very quick to allow decision-makers to override its 
decisions, if the circumstances are not clearly specified (section 25§4) or if they are 
not “satisfied that an advance directive […] is valid and applicable to treatment” 
(section 26§2). There have not been many case laws since the Act was implemented 
in 2007 and the messages continue to be mixed.

In A Local Health Authority v E, the first case after the Act’s introduction, a 
33-year-old woman with anorexia nervosa created a formal, witnessed advance 
directive in which she refused tube feeding or life support [23]. Jackson J, against 
the views of the consulted medical professionals, doubted E’s capacity around the 
time of her drafting the advance directive and ruled in favor of preservation of life, 
as there was no formal assessment [24]. This decision is problematic but still per-
missible under the Mental Capacity Act; even though there is no legal obligation to 
have a formal capacity assessment when creating an advance directive (in an attempt 
to make them accessible), the safeguard requesting persons to be satisfied of their 
validity allows them to be easily overridden. The ruling appears to contradict the 
very essence of the Mental Capacity Act, which is the presumption of capacity, and 
is very similar to the one in the aforementioned The NHS Trust v T, which was 
decided under the common law. The difficulty of the courts to honor autonomy 
appears to be persistent, despite the introduction of the new legislation, as is their 
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“tendency to assess the patient’s competence on the basis of the outcome of the 
choice that he or she has made” [22]. Unfortunately, the Code of Practice that 
accompanies the Mental Capacity Act does not provide any useful guidance regard-
ing assessing capacity; this allows the assessors to vary the requirements depending 
on the circumstances of the case and their own bias.

A different use of the safeguards can be observed in the case of X Primary Care 
Trust v XB and YB, in which a patient suffering from motor neuron disease created 
a witnessed advance directive in order to refuse life-sustaining ventilation in the 
event of further deterioration [25]. Despite the incorrect terms used (“refusal of non- 
invasive ventilation” when the patient had been receiving invasive ventilation for 
almost a decade) and an uncertainty around the advance directive’s expiry date, 
Theis J upheld its validity. This appears contradictory not only to the previous ruling 
by Munby J in HE v A Hospital Trust but also his own conclusion remarks that there 
should be “clarity in relation to what the terms of the advance decision are”. Contrary 
to decisions discussed above where, either by posing the question of capacity or by 
referring to one of the safeguards, the law appeared quick to contradict an advanced 
decision, the ruling by Theis J might signify the beginning of an era where patient 
wishes are not biased in favor of the sanctity of life. The legal implications of the 
Mental Capacity Act are far from decided, and future cases will determine whether 
there is change in the direction of the courts.

As a specific form of advance directive, a do-not-attempt cardiopulmonary resus-
citation (DNA-CPR) order in case of a cardiac arrest is mentioned in a joint state-
ment by Medical and Nursing Associations, which states, “if the healthcare team is 
as certain as it can be that a person is dying as an inevitable result of underlying 
disease or a catastrophic health event, and cardiopulmonary resuscitation (CPR) 
would not restart the heart and breathing for a sustained period, CPR should not be 
attempted” [26]. Interestingly, a recent ruling has demanded that patients should be 
consulted before a DNA-CPR order is put in place, with the only exception being 
when the doctor thinks that the conversation will result in physical or psychological 
harm [27]. When the patient lacks capacity, decisions around DNA- CPR should be 
discussed with the patient’s family [28]. It should be noted that the rulings only 
necessitate that a discussion takes place and not that the patient/family are in agree-
ment with the DNA-CPR decision.

49.5  The Future

When exploring the ethical and legal issues that arise around advance decision- 
making, the central argument appears to be between the right of the individual for 
self-determination on one hand and medicolegal paternalism on the other. Even in a 
society with libertarian tradition, such as the UK, the balance is a very difficult one 
to strike, as both healthcare professionals and the courts frequently ignore valid 
advance decisions on treatment refusal, in order to protect the life of the patient. A 
change of culture is required in both fields, without which the disrespect toward 
advance deliberation will continue. It may be that the majority of patients do not 
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have strong views regarding their future state of health and are unwilling to think 
and plan ahead on an individual basis [15]—this should be acknowledged and 
respected. However, for the individuals who wish to make advanced decisions about 
situations and interventions they are not prepared to accept, the uncertainty that still 
surrounds the concept of advance directives sends mixed messages and renders 
what should be a celebration of free will, an invalidated bureaucratic exercise.

49.6  Conclusion

Advance care planning in the form of advance directives has been proposed as a 
way to promote self-determination in situations where the individual would have 
lost decision-making capacity. However, despite the theoretical advantages, there 
have been important moral reservations regarding their validity and applicability in 
future scenarios, springing from uncertainties around understanding of the future 
disability, accuracy in forecasting one’s future preferences and potential changes in 
values and wishes following the occurrence of that disability. These ethical issues 
are mirrored in contemporary UK case law; there is a far from coherent approach in 
different legal cases, which depicts the discrepancy between theory and practice. 
Even though the law gives a patient the absolute right to refuse life-saving treat-
ment, either contemporaneously or in an advance directive, the seemingly unlimited 
protection of their autonomy only exists as a matter of legal principle; it is fre-
quently overridden especially in order to protect the loss of a life considered 
worthwhile.
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50Mobile Devices for Hemodynamic 
Monitoring

L. Briesenick, F. Michard, and B. Saugel

50.1  Introduction

The first iPhone was released in 2007. Since then, mobile technology development 
has moved at a fast pace, and smartphones have become an integral part of daily life. 
Smartphones are defined as mobile phones that perform many functions of a com-
puter, typically have a touchscreen interface, internet access, and an operating sys-
tem capable of running downloadable applications [1]. Smartphones and other 
mobile devices using wireless internet are now used ubiquitously—to send e-mails, 
stay updated on the latest news, navigate or use social media applications. 
Additionally, the “internet of things”—i.e., interconnecting sensors in everyday 
objects with mobile and other computing devices via the internet, giving access to a 
multitude of new data sources—now allows data to be transferred within wireless 
networks. Among the millions of available applications (“apps”), there are numer-
ous digital applications for healthcare and medical use [2]. Most of them have been 
developed to track physical activity, weight loss, or treatment adherence with a per-
sonal mobile device [3]. In this chapter, we discuss how mobile devices may be used 
for hemodynamic monitoring.

Hemodynamic monitoring is the repeated or continuous observation or measure-
ment of cardiovascular variables to ensure patient safety and guide therapy. 
Hemodynamic monitoring and management is essential to patient care in periopera-
tive and intensive care medicine. In the operating room and in the intensive care unit 
(ICU), the monitoring of cardiovascular variables helps to optimize and individual-
ize hemodynamic treatment strategies, thereby promoting patient safety and 
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improving patient-centered outcomes [4–6]. However, hemodynamic monitoring 
devices and their sensors are often invasive and bulky, not wireless or integrated, 
expensive and uncomfortable for awake patients. Therefore, continuous hemody-
namic monitoring is currently limited to the operating room and the ICU. Monitoring 
of patients on general medical and surgical wards remains basic and intermittent [7, 
8] although physiologic perturbations ultimately leading to life-threatening adverse 
events on normal wards can often be detected through the deterioration in vital signs 
in the minutes or hours preceding the critical event [9, 10]. Hence, with current 
monitoring, abnormalities in vital signs are often missed, leading to “failure to res-
cue” situations in patients developing life-threatening complications [11]. Outside 
the hospital, patients are usually not monitored at all [7]. Before and after hospital 
admission, monitoring is, if at all, only sporadic, and the resulting data are usually 
not transferred to the hospital patient record.

Mobile technology may have the potential to solve some of these problems of 
today’s hemodynamic monitoring systems. It may create an accessible, integrated, 
and interconnected platform that has the potential to optimize patient care [12]. 
With the ubiquitous availability of smartphones and other mobile devices, the pos-
sibility to monitor and record physiologic information on mobile devices has led to 
the development of tools and applications that may capture and authenticate physi-
ologic events to improve patient safety and guide therapy [13].

50.2  Digital Stethoscope

A mobile device can function as a digital stethoscope. The stethoscope membrane 
can be part of the phone case (e.g., Steth IO, Bothell, WA, USA) or be a handheld, 
wireless device compatible with a smartphone (e.g., Stethee, M3DICINE, Brisbane, 
Australia). Digital stethoscope devices are all based on the same method: amplifica-
tion and digitization of the captured heart sounds allow “visualization” of the heart 
sounds and a “Shazam-like” identification of potential heart murmurs (Fig. 50.1) 
[14]. Thus, the assessment and monitoring of heart murmurs could be facilitated 
with mobile devices that enable recording, replaying, identifying, and sending of 
heart murmurs to remote experts as well as allowing comparison of the heart mur-
mur over time [15].

50.3  Electrocardiogram

Atrial fibrillation is the most common cardiac arrhythmia and is associated with a 
significant increase in mortality and cerebrovascular events [16]. At least one-third 
of patients are asymptomatic, and 25% of patients with a stroke or a transient isch-
emic attack have an undiagnosed atrial fibrillation [17], stressing the need for pri-
mary preventive screening for atrial fibrillation. Smartphones have the potential to 
function as electrocardiogram (EKG) monitors that allow recording, storing, and 
transfer of EKGs. One application, Cardiio Rhythm (Cardiio; Cambridge, MA, 
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USA), uses smartphone camera-based photoplethysmography measurements of the 
pulse waveform to measure the pulsatile changes in light intensity reflected from a 
finger placed simultaneously on the LED smartphone flash and on the smartphone 
camera [18]. In 1013 patients in a primary care outpatient screening setting, it was 
shown that the Cardiio Rhythm application had a sensitivity of 93% and specificity 
of 98% for detecting atrial fibrillation [19]. A photoplethysmography measurement 
only lasted 17 s per patient and was performed under physician supervision to avoid 
artifacts by improper finger placement or movement resulting in false-positive EKG 
readings [19]. Future studies need to show the feasibility and reliability for at home 
self-screening. Integrated into patients’ own smartphones without the need for addi-
tional hardware, this application could enable population- wide screening for atrial 
fibrillation [19].

Another randomized controlled trial used the single lead handheld EKG moni-
tor AliveCor Kardia (AliveCor; Mountain View, CA, USA) connected to a WiFi- 
enabled mobile device with additional sensors embedded into the device’s case to 
screen ambulatory patients ≤65  years of age at an increased risk of stroke for 
atrial fibrillation [20]. Patients in the control group were followed up as normal by 
their regular practitioner, whereas the intervention group carried out twice-weekly 
(and additionally on subjective symptoms) 30-s single lead EKG recordings that 
were transmitted wirelessly to a secure server for assessment. The primary out-
come was the time until diagnosis of atrial fibrillation during a 12-month period. 
The study showed a significant superiority in the detection probability of atrial 
fibrillation in patients monitored with the smartphone EKG compared to control 

1st 2nd 3rd Atrial
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Aortic stenosis

Mitral regurgitation

Aortic regurgitation

Mitral stenosis

Fig. 50.1 Digital stethoscope. The stethoscope membrane is part of the phone case. The sound is 
digitized, allowing “visualization” and a “Shazam-like” identification of heart murmurs (From 
[15] with permission)
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group patients. However, smartphone-EKG monitoring resulted in a high rate of 
false-positive readings. Point-of-care atrial fibrillation screening using the 
AliveCor Kardia monitor in 772 patients in internal medicine practices was fea-
sible and also showed a high rate of false-positive results [21]. Nevertheless, the 
authors described a significant educational benefit after the screening, which 
could help create patient awareness for morbidities associated with atrial fibrilla-
tion. Further technological advances and evaluations in larger trials could improve 
the potential of this monitoring device for screening for atrial fibrillation in 
patients at risk.

EKG tracking with the AliveCor monitor may even detect myocardial ischemia 
according to a small pilot study that showed excellent correlation between conven-
tional 12-lead EKG and the smartphone-EKG tracings [22]. Based on these find-
ings, a larger, observational, multicenter trial is currently being conducted [23], 
comparing the diagnostic accuracy to diagnose ST-elevation myocardial infarction 
(STEMI) of the single lead smartphone EKG compared to the standard 12-lead 
EKG. The results will indicate whether smartphone EKG could become a potential 
point-of-care method to simplify the early detection of STEMI, thereby reducing 
the time until treatment initiation.

50.4  Blood Pressure

Blood pressure is a key variable of the cardiovascular system. Its serial or continu-
ous measurement is a crucial component of hemodynamic monitoring in many 
fields of medicine. It is well established that hypotension is associated with organ 
dysfunction in patients having surgery [4] and critically ill patients [24], stressing 
the need to prevent even short periods of hypotension [25]. Chronic arterial hyper-
tension, on the other hand, is a modifiable major risk factor for adverse cardiovas-
cular events with a high prevalence in the population [26]. Accurate blood pressure 
monitoring is essential to diagnose and accurately treat chronic arterial hyperten-
sion. Since gold standard measurements using an invasive arterial catheter are 
restricted to the operating room and ICU, in other settings, blood pressure is usually 
measured with upper-arm cuff oscillometry, a method with limited accuracy [27]. In 
addition, ubiquitous periodical blood pressure measurement at home to screen for 
hypertension is not common practice.

The integration of blood pressure measurements into suitable mobile wireless 
devices could tackle some of these problems and is currently being promoted, 
resulting in numerous new applications and tools. The CareTaker (Empirical 
Technologies Cooperation, Charlottesville, Virginia, USA) is a low-pressure finger 
cuff connected to a piezoelectric wrist sensor that converts pressure pulsations into 
a derivative voltage signal and allows wireless recording and display of arterial 
pressure waveforms on mobile devices [28, 29]. A good correlation was shown 
between this noninvasive blood pressure measurement method and conventional 
invasive blood pressure measurement at the radial artery in patients having major 
abdominal surgery [29]. Future studies need to evaluate how this method can be 
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applied for monitoring blood pressure at home or on general wards, thus potentially 
improving patient safety by early detection of blood pressure dysregulation.

Another wireless and integrated blood pressure measurement method, the oscil-
lometric finger pressing method [30], is based on photoplethysmography using the 
preinstalled force sensors in smartphones. The user presses his fingertip against the 
phone, steadily increasing the external pressure on the underlying artery, thus caus-
ing blood volume oscillations and increasing applied pressure to the mobile device, 
while the mobile device serves as a sensor, calculating blood pressure from the 
measurement (Fig.  50.2) [30]. The method still needs further improvement to 
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Fig. 50.2 Oscillometric finger pressing method. (a) Smartphone application measuring the finger 
pressure via the force sensor under the smartphone screen and finger blood volume oscillations via 
the phone front camera. (b) Capturing of fingertip width and height during initialization of the 
measurement. (c) Measurement holding the smartphone horizontally at heart level: placing the 
fingertip within a rectangular box of the previously captured finger width and height, followed by 
increased pressing to maintain the pressure within the two blue target lines (Modified from [30] 
under the terms of the Creative Commons license)
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generate reliable results as, for example, the position of the mobile device can affect 
measured blood pressure values significantly [30].

Recently, the transdermal optical imaging method for contactless blood pressure 
measurements was presented [31]. This method analyzes facial blood flow data 
from facial videos captured with a smartphone camera using advanced machine 
learning algorithms. In an observational study including 1328 normotensive adults, 
the transdermal optical imaging blood pressure measurements showed a clinically 
acceptable accuracy (defined as a mean of the differences of 5 ± 8 mmHg) com-
pared to the reference method (upper-arm cuff oscillometry) under well-controlled 
study conditions [31]. Provided that future studies validate the accuracy of transder-
mal optical imaging in hypo- and hypertensive patients in a self-monitoring setting, 
this noninvasive, contactless, and integrated tool could improve patient monitoring 
and treatment adherence.

There is a risk of novelty blindness with many new applications and tools con-
stantly becoming available, making it tempting to integrate them into clinical prac-
tice without proper validation of their clinical value [32]. For example more than 
140,000 people had already downloaded the blood pressure monitoring application 
“Instant Blood Pressure,” before it was removed from the market 13 months later—
likely linked to a publication showing that its measurements were highly inaccurate, 
and it missed 78% of hypertensive individuals [32].

Nevertheless, ubiquitously available blood pressure monitoring through 
mobile technology could help create awareness, empower patients to improve 
their treatment adherence, and potentially reduce the incidence of cardiovascular 
morbidities.

50.5  Advanced Hemodynamic Monitoring

In surgical and critically ill patients, changes in cardiovascular dynamics need to 
be recognized instantaneously to identify underlying pathophysiologic causes, 
optimize hemodynamic status, and eventually improve patient outcome. 
Assessment of the intravascular fluid status plays a key role in this process, and—
besides functional tests—dynamic cardiac preload variables such as pulse pres-
sure variation (PPV) and stroke volume variation (SVV) can be used to assess 
fluid responsiveness in mechanically ventilated patients in sinus rhythm [33]. The 
accurate prediction of fluid responsiveness is essential as both complications due 
to hypervolemia (primarily causing tissue edema) as well as hypovolemia (lead-
ing to peripheral hypoperfusion) are detrimental to patient outcome [34]. To 
assess PPV, advanced hemodynamic monitoring technology is needed because 
manual PPV calculation is time consuming and visual PPV estimation is not reli-
able [35]. A new tool, the Capstesia smartphone application (Galenic App, Vitoria-
Gasteiz, Spain), was developed to automatically calculate PPV and cardiac output 
from a digital photograph of any monitor screen displaying invasive arterial pres-
sure waves. In a simulator study, a good correlation between PPV calculated by 
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the Capstesia application and PPV calculated manually was observed [36]. Recent 
studies showed that PPV calculated by the Capstesia application and PPV obtained 
from an established pulse contour analysis monitors correlated well in cardiac 
surgery patients [37] and patients having major oncological surgery (i.e., uro-
gynecological, gastrointestinal, or thoracic) [38]. More studies are needed to 
investigate the clinical usefulness and the impact of using this application on 
patient outcome.

The evaluation of global cardiac performance is key in cardiology and periop-
erative and intensive care medicine. An established variable to assess individual 
cardiac performance, e.g., cardiac contractility, is to measure the left ventricular 
ejection fraction (LVEF). Currently this assessment is either done noninvasively 
with transthoracic echocardiography or (with significantly higher costs) through 
cardiac magnetic resonance imaging (MRI) or invasively via transesophageal 
echocardiography or angiography. These procedures take time and are thus not 
well suited to rapidly assess sudden or unexpected changes in cardiac performance. 
Hemodynamic variations impeding the LVEF in the intraoperative or ICU setting 
can be caused by changes in preload and/or afterload [39] and need rapid diagnosis 
and compensation. A recently developed application for the assessment of the 
LVEF with a smartphone camera positioned on the carotid artery captures a signal 
from skin displacement images during the cardiac cycle and analyzes them to 
extract hidden oscillations (also known as intrinsic frequencies) [40]. An observa-
tional comparison study in 72 volunteers, aged 20–92 years, showed a significant 
correlation (r  =  0.74) between LVEF computed using the intrinsic frequencies 
algorithm and cardiac MRI measurement. However, 50% of patients with an LVEF 
<40% were not detected, and the limits of agreement between the two methods 
were wide (±19%) [40, 41].

50.6  Blood Transfusion Management

Of further key importance in optimizing cardiovascular dynamics and oxygen deliv-
ery are adequate fluid resuscitation and blood transfusion in case of intraoperative 
blood loss. However, quantifying intraoperative blood loss in an objective and 
timely manner is challenging, not standardized, and therefore often inaccurate. In 
the era of patient blood management, it is well established that intraoperative blood 
transfusions are associated with an increased risk of perioperative morbidity, rein-
forcing the need to prevent unnecessary intraoperative transfusions [42]. Better 
objectivity could be achieved with a recently developed application (Triton OR; 
Gauss Surgical, Palo Alto, CA), quantifying blood loss in surgical sponges and suc-
tion canisters. The Triton application analyzes a photograph of the surgical sponges 
and suction canisters to calculate the hemoglobin mass present and to correspond-
ingly extrapolate an estimated blood loss in real time. In validation studies, the 
precision to accurately assess blood loss with the Triton application was higher than 
with established methods like the gravimetric method or visual estimation [43, 44].
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50.7  Ultrasound

The use of ultrasound imaging is ubiquitous and indispensable in medical care. 
Small, handheld, and pocket-sized ultrasound probes offer point-of-care ultrasound 
at the bedside [45], not only for cardiologists but also in perioperative and intensive 
care medicine. More widespread implementation of ultrasound may be facilitated 
by using mobile technology since echo probes can also be directly connected to 
smartphones or other mobile devices [12] either via cable or via wireless connec-
tions. This integration has the potential to minimize costs compared to conventional 
ultrasound equipment, offers bedside assessment and recording of pathologies, and 
enables subsequent transfer of images to and evaluation by remote specialists. 
Access to remote expertise can help guide critical decision-making, e.g., assessing 
potential organ donors in remote areas at any time [46].

50.8  Sensor Technology

New biosensor materials [47] and other technical developments will—in the near 
future—enable miniaturized devices to be used for continuous monitoring of hemo-
dynamic and other physiological variables inside and outside the hospital. 
Innovations in micro- and nanoelectronic mechanical systems may lead to the 
development of small, adhesive sensors, e.g., able to provide arterial pressure sig-
nals [48]. Other sensors, such as noninvasive electromagnetic monitoring systems, 
may detect changes in lung fluid content to monitor and manage pulmonary conges-
tion in heart failure patients [49].

Technological start-ups and giants like Apple and Google have discovered this 
potentially interesting market, resulting in competitive efforts to contribute to devel-
oping and investigating feasible and smart sensor technology.

50.9  Conclusion

Mobile devices offer noninvasive, small, wireless, and integrated hemodynamic 
monitoring strategies. Noninvasive mobile devices have the potential to improve 
patient monitoring, expand the use of real-time hemodynamic monitoring to a 
broader patient population—and even facilitate ward and home monitoring. 
Capturing and recording hemodynamic alterations using mobile devices and appli-
cations may facilitate objective and timely clinical decisions and improve patient 
treatment adherence. However, serious validation studies of new applications and 
tools are a necessity before their clinical adoption. A key challenge is the huge 
amount of data acquired through continuous monitoring. Data storage and privacy 
as well as intelligent assessment algorithms to prevent false-alarm fatigue are cru-
cial to reliably implement mobile technology into everyday healthcare.
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Mobile devices and their ubiquitous availability and connectivity could help to 
assess, monitor, and record cardiovascular dynamics. By continuously monitoring 
and identifying patients at risk, mobile devices could become a key element of our 
patient-centered healthcare (Fig. 50.3).
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51.1  Introduction

The past century has witnessed a massive increase in our ability to perform complex 
calculations. The development of the transistor in the 1950s, followed by the sili-
cone integrated circuit, accelerated those capabilities and gave rise to what is com-
monly known as Moore’s Law. According to this principle, the number of transistors 
packed into a dense integrated circuit doubles every 2 years. The corollary is that 
computation speed also doubles at 2-year intervals. Figure 51.1 is a graphical inter-
pretation of Moore’s Law, showing an exponential increase in computational power, 
in terms of calculations per second that can be purchased with $1000 (constant US, 
2015). According to that graph, computing power has increased by a factor of 1018 
from the mechanical analytical engine of the early 1900s to today’s core I7 Quad 
chip found in personal laptop computers.

The growth in computing power was made possible by the relentless downsizing 
of integrated circuits, with some components being produced in the sub-100 nm 
range. As we approach the physical limits of silicone chip downsizing, other materi-
als are being developed. A likely candidate is the carbon nanotube, composed of a 
single sheet of carbon atoms arranged in a hexagonal pattern. When rolled into 
itself, the sheet becomes a tube approximately 2 nm in diameter, capable of forming 
different circuit elements. This nascent technology, along with the development of 
quantum computing, assures the durability of Moore’s Law well into the future.

As processors grew in power, and personal computers became ubiquitous appli-
ances, the stage was set for the development of the Internet, a digital network that 
morphed from the ARPANET, a communication structure designed by the 
U.S. Advanced Research Projects Agency (ARPA) to transfer information among 
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computers located at remote distances. The internet promoted the free dissemina-
tion of software and provided the impetus for computer scientists to develop power-
ful algorithms aimed at simulating human intelligence.

According to the Encyclopedia Britannica, artificial intelligence (AI) refers to a 
system “endowed with the intellectual processes characteristic of humans, such as 
the ability to reason, discover meaning, generalize, or learn from past experience.” 
AI computer systems are able to perform tasks normally requiring human intelli-
gence and that are considered “smart” by humans. AI systems act on information, 
such as controlling a self-driving automobile or influencing consumer shopping 
decisions.

In the area of medicine, AI has been used in drug discovery, personalized diag-
nostics and therapeutics, molecular biology, bioinformatics, and medical imaging. 
AI applications are also capable of discerning patterns of disease by scrutinizing 
and analyzing massive amounts of digital information stored in electronic medical 
records. In a recent proposal aimed at regulating AI software in medical devices, the 
U.S. Food and Drug Administration states that “Artificial intelligence-based tech-
nologies have the potential to transform healthcare by deriving new and important 
insights from the vast amount of data generated during the delivery of healthcare 
every day” [1].
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51.2  Machine Learning

Human intelligence is defined by the mental capability to think abstractly, use rea-
son to solve problems, make plans, comprehend complex ideas, and learn from 
experience [2]. Much of human intelligence involves pattern recognition, a process 
that matches a visual or other type of stimuli, to similar information stored in our 
brains. Although endowed with abstract thinking and capable of sublime leaps in 
imagination, humans have a limited capacity for memory. It is estimated that the 
brain cannot store more than four “chunks” of short-term memory at any one time 
[3]. Moreover, humans find it difficult to think in terms of n-dimensional spaces or 
visualize patterns embedded into large quantities of data. Conversely, computers 
have vast memory storage, excel at handling multidimensional problems and can 
discern even small or “fuzzy” associations within massive data collections.

The use of computers to guide the treatment of critically ill patients is not a new 
concept. With uneven results, computerized systems have been proposed in the past 
to monitor ICU patients [4], manage patients on mechanical ventilators [5, 6], guide 
care in patients with acute respiratory distress syndrome (ARDS) [7], and manage 
arterial oxygenation [8]. These early computer systems were programmed with 
highly specific and sequential IF/THEN/ELSE logical expressions that assessed the 
validity of a condition based on accepted physiological principles and/or clinical 
experience (Fig. 51.2). According to these expressions, IF a given condition was 
judged to be “true,” THEN the program executed instruction 1, ELSE, it executed 
instruction 2.

AI is based on a fundamentally different approach to traditional computer pro-
gramming. Instead of instructing the computer to evaluate a given condition, or to 
perform a specific task according to detailed programmed instructions, AI 

Condition

False

ELSE
Expression

True

IF

THEN

Instruction 2 Instruction 1

Fig. 51.2 A logical IF expression. The condition is evaluated by the expression, and Instruction 1 
is executed if TRUE, otherwise, Instruction 2
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algorithms, in a manner similar to the way children absorb knowledge, learn from 
exposure to numerous examples. AI algorithms establish their own rules of behavior 
and can even improve on their “intelligence” by incorporating additional experi-
ences resulting from the application of these rules.

Machine learning is a subset of AI in which machines learn or extract knowledge 
from the available data, but do not act on the information. Machine learning com-
bines statistical analysis techniques with computer science to produce algorithms 
capable of “statistical learning.” Broadly speaking, there are two types of machine 
learning structures: supervised and unsupervised (Fig. 51.3).

51.2.1  Supervised Machine Learning

The objective of supervised machine learning is to develop an algorithm capable of 
predicting a unique output when provided with a specific input. In other words, the 
machine is shown examples of input (x) and its corresponding output (y), such that 

Artificial Intelligence

Machine Learning

Supervised

Regression

Linear
Multiple

Classification

Ada Boost
Naïve Bayes

Decision Trees
Random Forest

Gradient boosted
Neural networks

Logistic regression
K-Nearest Neighbors

Quadratic discriminant
Support vector machines

Unsupervised

Clustering
Anomaly detection

Dimensionality reduction

Fig. 51.3 Machine learning is a branch of artificial intelligence encompassing two major 
approaches: supervised and unsupervised learning. Shown under each branch are algorithm types 
used in model development
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y  =  f(x). Machine learning is predicated on large sets of data containing myriad 
examples that relate one or several input variables to a single output. The expecta-
tions are that the resulting algorithm will deliver accurate predictions when exposed 
to new and never before seen data. Supervised learning requires a great deal of 
human effort when building large datasets to train and test the algorithm. There are 
two major types of supervised learning: regression and classification.

51.2.1.1  Regression Learning
Most clinicians are familiar with regression analysis, a statistical technique produc-
ing a mathematical expression relating one input variable to another (linear regres-
sion) or many input variables to one dependent variable (multiple regression). In 
regression analysis, the output is a continuous function of the input. In other words, 
the predicted variable will change in concert with the input variables. Regression is 
used commonly to test hypotheses involving causal relationships, with the choice of 
model being based on its significance and goodness of fit.

51.2.1.2  Classification Learning
Classification supervised learning is a form of pattern recognition designed to pre-
dict a single, nonnumerical output, or “class,” from a predefined list of possibilities. 
Classifier algorithms are trained with many lines of data, with each line having 
several input variables and one desired output. For example, a model designed to 
identify a breed of dog may be trained with data listing their traits or characteristics, 
e.g., height, type of hair, and length of tail. Each line will be associated with a spe-
cific breed. Once trained, the model can be asked to predict the dog breed when 
given new set of input variables. Two important steps are needed to build a classifier 
model. The first is to establish the number of classes the model will be required to 
identify. The second is to identify the number of variables required to describe the 
classes. Fewer variables and classes require less training data and result in simpler 
and more accurate models. The simplest classification model is the binary kind, in 
which the model is asked to choose between a “Yes” and a “No” answer.

Classes may consist of physical objects (chair, table, etc.), medical conditions 
(e.g., sepsis, ARDS, chronic obstructive pulmonary disease [COPD], etc.), clinical 
or physiological observations (e.g., different types of arrhythmia or ventilator asyn-
chronies). Each class is associated with a number of input variables common to all 
classes. In machine learning parlance, input variables are known as “features,” with 
each line of data, or “instance,” containing several features and a single class.

Let us say we want to develop a classifier algorithm to identify five different 
kinds of animal (Fig. 51.4). In this example, each line of data has one animal class 
and several features to describe the animal’s characteristic, such as sea or land 
dwelling, fish or mammal. This is a very simple example having only one instance 
per class. The model, therefore, would be totally inadequate if its purpose were to 
differentiate among different dog or cat breeds. In that case, many more instances 
would be needed to describe different types of dogs and cats. The more specific one 
wishes to be, the more features are needed to describe the classes. On the other 
hand, increasing the number of features results in complex models that require 
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greater computing power and longer time to run, a condition termed “the curse of 
dimensionality.” An important guiding principle in machine learning is the truism 
that “less is best.”

In mathematical terms, a feature matrix contains n features and m instances, and 
it is associated with an m length classification vector:
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Developing a classifier model: Perhaps the most important step in developing a 
machine learning model is to have a clear definition of the problem and to determine 
its suitability for machine learning. The next step is to determine the size of the 
feature matrix and the classification vector (Fig. 51.5). Whereas humans develop 
generalized concepts on the basis of just a few examples, training a machine learn-
ing algorithm requires large quantities of data. The creation of a large feature matrix 
with its classification vector is accomplished by gathering as many instances as 
possible. Once satisfied that we have collected an adequate number of examples to 
be presented to the computer, we split the feature matrix into a “training” dataset, 
for model development, and a “test” dataset. The data are split by a random process 
that assigns instances from the original data to each dataset. A common practice is 
to use 70% or 80% of the data for training and the remainder for testing.

The purpose of the “test” dataset is to assess the algorithm’s accuracy when 
exposed to never before seen data. Accuracy is defined as the percentage of correct 
answers made by the algorithm on the unknown “test” dataset. Should accuracy fall 
below a chosen expected value, we can choose to gather more “training” data or to 
use another type of machine learning algorithm altogether.

Feature 1 Feature 2 Feature 3 Feature 4 Feature n

Instance 1

Instance 2

Instance 3

Instance 4

Instance 5

Ocean

Ocean

Ocean

Land

Land

Silent

Silent

Mammal

Mammal
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Crustacean

Purrs
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cat
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lobster

shark
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n1

n2

n3

n4

n5

Legs

Legs

Flippers

Flippers

Claws

Fig. 51.4 An example of a classification problem showing features describing five classes of 
animal. Each line represents an instance
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Several types of classifier algorithms may be used to create the machine learning 
model. Among them are decision trees, random forests, k-nearest neighbors, and 
many others (Fig. 51.3). A popular type of classifier algorithm is the neural network, 
modeled on the way human neurons are thought to process information. The basic 
element of the neural network, the perceptron, produces a single binary output from 
several inputs. A neural network results from the interacting of several perceptrons. 
Advanced machine learning systems encompassing several layers of stacked com-
plex neural networks are called deep learning.

It is beyond the purpose of this chapter to describe the theory and application of 
these algorithms (listed in Fig. 51.3), but the reader interested in pursuing this line 
of investigation can access “scikit-learn” (https://scikit-learn.org/stable/), an open 
source machine learning library written with the Python programming language 
(https://www.python.org/). This library of programs makes it relatively easy to 
develop classification supervised machine learning algorithms.

When building a classifier model, it is imperative to generalize its utility to make 
accurate predictions using both the “training” and the “test” datasets. One should beware 
of models of high complexity that may conform closely to the “training” set, but have 
poor accuracy when applied to the “test” dataset, a phenomenon called “overfitting.”

Define the feature matrix
and class vector

data
Get more data

Train the ML algorithm
Use another

algorithm

Done

Evaluate its accuracy

Test the model

Split randomly 80% Train

20% Test

Fig. 51.5 The process of creating a machine learning (ML) model
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51.2.2  Unsupervised Machine Learning

In this type of machine learning, no instructions are given to the algorithm on how 
to process the data. Instead, the computer is asked to extract knowledge from a large 
set of unclassified data with no known output or a set of rules. Given the lack of 
label information, a major challenge for the investigator when evaluating an unsu-
pervised algorithm is how to determine the utility of the results, or whether the right 
output has been achieved. Unsupervised algorithms, however, can be very useful in 
exploratory attempts to understand large collections of data. The techniques most 
commonly used are clustering, anomaly detection, and dimensionality reduction.

In clustering, algorithms are asked to identify or partition large data sets into 
subsections and patterns sharing similar characteristics. In anomaly detection the 
algorithm is asked to detect atypical patterns in the dataset, such as searching for 
outliers. Dimensionality reduction is useful when analyzing data having many fea-
tures, or dimensions. These algorithms may be able to present the data in a simpler 
form, summarizing its essential characteristics and making it easier for humans or 
other machine learning algorithms to understand.

An important point to keep in mind is that no machine learning algorithm, regard-
less of its accuracy, is the only possible choice for a model. Other algorithms may 
be capable of providing a good fit and derive additional useful inferences from the 
data. For those wishing to delve deeper into the development of machine learning 
models, a good source of information is the book by Müller and Guido [9] and the 
website (https://www.geeksforgeeks.org/learning-model-building-scikit-learn-python- 
machine-learning-library/).

51.3  AI Applications in Critical Care

There are numerous opportunities in the hospital setting to apply AI. Unsupervised 
machine learning techniques have been used to explore massive amounts of data 
encoded in electronic medical records. Models have been developed to obtain 
important information in a patient’s chart [10] and identify high-cost patients [11]. 
Supervised machine learning algorithms, given their potential for automated pattern 
recognition of images, have proven their utility in radiology [12] and histopathology 
[13]. Machine learning has been used extensively in the fields of surgery, as it per-
tains to robotics [14], in cardiology [15] for early detection of heart failure [16], and 
in cancer research to classify tumor types and growth rates [17].

Although the introduction of machine learning to the ICU is in its infancy, sev-
eral studies have already been published describing the application of this technol-
ogy in the management of the critically ill patient. Some have used large population 
datasets to predict length of stay, ICU readmission and mortality rates, and the risks 
of developing medical complications or conditions such as sepsis and ARDS. Other 
studies have dealt with smaller datasets of clinical and physiological data to aid in 
the monitoring of patients undergoing ventilatory support.
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51.3.1  Length of Stay

Houthooft et  al. [18] trained a support vector machine model to forecast patient 
survival and length of stay using data from 14,480 patients. The model’s area under 
the curve (AUC) for predicting a prolonged length of stay was 0.82. This is in con-
trast to a clinical study showing the accuracy of physicians to be only 53% when 
predicting ICU length of stay [19]. A hidden Markov model framework applied to 
physiological measurements taken during the first 48 h of ICU admission also pre-
dicted ICU length of stay with reasonable accuracy [20]. The problem of ICU read-
mission was investigated with a neural network algorithm applied to the Medical 
Information Mart for Intensive Care III (MIMIC-III) database. This is an open 
source, freely available database collected from patients treated in the critical care 
units of the Beth Israel Deaconess Medical Center between 2001 and 2012. The 
algorithm was able to identify patients at risk of ICU readmission with 0.74 sensi-
tivity and AUC of 0.79 [21].

51.3.2  ICU Mortality

Awad et al. [22] applied several machine learning algorithms, including decision 
trees, random forest, and naïve Bayes to 11,722 first admission MIMIC-II data to 
predict ICU mortality. Features included demographic, physiological, and labora-
tory data. These models outperformed standard scoring systems, such as APACHE-II, 
sequential organ failure assessment (SOFA), and Simplified Acute Physiology 
Score (SAPS), a finding that was confirmed by the same group in a follow-up study 
using time-series analysis [23]. A Swedish system using artificial neural networks 
applied to >200,000 first-time ICU admissions also showed superior performance in 
predicting the risk of dying when compared to SAPS-3 [24]. Machine learning 
models have also been proposed to predict mortality in trauma [25] and pediatric 
ICU patients [26].

The abovementioned ICU survival models, while offering improved perfor-
mance when compared to standard mortality prediction scoring systems, are some-
what cumbersome to use, require a large number of variables and have yet to be 
tested prospectively.

51.3.3  Complications and Risk Stratification

Yoon et al. [27] developed a method to predict instability in the ICU based on logis-
tic regression and random forest models of electrocardiogram (EKG) measures of 
tachycardia, reporting an accuracy of 0.81 and AUC of 0.87. The publication of the 
study is accompanied by an excellent and highly recommended editorial by Vistisen 
et al. [28] that thoroughly analyzes the strengths and pitfalls of machine learning 
methods as predictors of complications in the ICU.

51 Artificial Intelligence in the Intensive Care Unit



676

A recent study applied a random forest classifier to over 200,000 electronic 
health records of hospitalized patients to predict the occurrence of sepsis and septic 
shock. Although the algorithm was highly specific (98%), it only had a sensitivity 
of 26%, severely limiting its utility [29]. Other studies have been published describ-
ing the use of machine learning models in generating patient-specific risk scores for 
pulmonary emboli [30], risk stratification of ARDS [31], prediction of acute kidney 
injury in severely burned patients [32] and in general ICU populations [33], predic-
tion of volume responsiveness after fluid administration [34] and identification of 
patients likely to develop complicated Clostridium difficile infection [35].

51.3.4  Mechanical Ventilation

Whereas present day mechanical ventilators work exceedingly well in delivering air 
to diseased lungs, they are “feed-forward” or open loop systems where the input 
signal, or mode of ventilation, is largely unaffected by its output, the adequacy of 
ventilation. As such, ventilators lack the capacity to assess the patient’s response to 
the delivered breath. A desirable solution is the development of the autonomous 
ventilator, a device that could monitor the patient’s response to ventilation continu-
ously, while adjusting ventilatory parameters to provide the patient with a comfort-
able, optimally delivered breath. Although we are far from this ideal device, 
significant strides are being made toward making it into a reality.

Over the past decade, there has been considerable interest in detecting and clas-
sifying patient-ventilator asynchrony, a phenomenon indicating the degree of cou-
pling or response of the patient to ventilatory support [36]. Machine learning 
methods of detecting patient-ventilator asynchrony have been based on morpho-
logical changes of the pressure and flow signals. Chen et  al. [37] developed an 
algorithm to identify ineffective efforts from the maximum deflection of the expira-
tory portion of airway pressure and flow. Ineffective effort was present in 58% of the 
24 patients enrolled in their study. Analysis of 5899 breaths yielded sensitivity and 
specificity for the detection of ineffective efforts >90%. An algorithm developed by 
Blanch at al [38]. compared a theoretical exponential expiratory flow curve to actual 
flow tracings. A deviation exceeding 42% was considered indicative of ineffective 
effort. They compared the predictions of the algorithm in a random selection of 
1024 breaths obtained from 16 patients, to those made by five experts and reported 
91.5% sensitivity and 91.7% specificity with 80.3% predictive value. As proof-of- 
concept, this group also reported monitoring airway signals in 51 mechanically ven-
tilated patients and were able to predict the probability of an asynchrony occurring 
from one breath period to the next using a hidden Markov model [39]. The system 
used in these trials has been commercialized as Better Care®, and it is capable of 
acquiring, synchronizing, recording, and analyzing digital signals from bedside 
monitors and mechanical ventilators [38].

Rhem et al. [40] and Adams et al. [41] developed a set of algorithms to detect 
two types of asynchrony associated with dynamic hyperinflation, double trig-
gering, and flow asynchrony. Based on a learning database of 5075 breaths from 
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16 patients, they developed logical operators to recognize double triggering 
based on bedside clinical rules. Dynamic hyperinflation was identified from the 
ratio of exhaled to inhaled tidal volume. The algorithms were validated with 
data drawn from another patient cohort (n  =  17), resulting in sensitivity and 
specificity >90%.

Sottile at al. [42] evaluated several types of machine learning algorithms, includ-
ing random forest, naïve Bayes, and AdaBoost on data recorded from 62 mechani-
cally ventilated patients with or at risk of ARDS. They chose 116 features based on 
clinical insight and signal description and were able to determine the presence of 
synchronous breathing, as well as three types of patient-ventilator asynchrony, 
including double triggering, flow limited and ineffective triggering, with an AUC 
>0.89. The authors did acknowledge that their algorithm does not identify all types 
of patient-ventilator asynchrony, in particular premature ventilator terminated 
breaths, or cycling asynchronies.

Gholami et al. [43] trained a random forest classifier algorithm from a training 
data set produced by five experts who evaluated 1377 breath cycles from 11 
mechanically ventilated patients to evaluate cycling asynchronies. Patients were 
ventilated with pressure-controlled volume ventilation. The model accurately 
detected the presence or absence of secondary synchrony with a sensitivity of 89%. 
Mulqueeny et al. [44] used a naïve Bayes machine learning algorithm with 21 fea-
tures, including measures of respiratory rate, tidal volume, respiratory mechanics 
and expiratory flow morphology to a dataset of 5624 breaths manually classified by 
a single observer, resulting in an accuracy of 84%, but a sensitivity of only 59%. 
Loo et  al. [45] trained a convolutional neural network with 5500 abnormal and 
5500 normal breathing cycles aimed at developing an algorithm capable of separat-
ing normal from abnormal breathing cycles, reporting 96.9% sensitivity and 63.7% 
specificity.

51.4  The Issue of Accuracy Versus Reliability

The accuracy of a machine learning algorithm is judged by its ability to correctly 
predict the unseen test dataset. Models are created and tested with instances culled 
from the same data population, and it is common to find reports of algorithms 
having very high accuracy scores in the machine learning literature. Given a judi-
cious selection of features, a sufficiently large number of instances, and a wise 
choice of algorithm, the most likely outcome will be a highly accurate model. If 
the data are true and verifiable, the model’s predictions are also bound to be reli-
able. On the other hand, when a model trained with untested or faulty data is 
presented with data drawn from the same population, the predictions are likely to 
be accurate but totally unreliable. As some have succinctly put it, rubbish in, rub-
bish out.

This begs the question of what are the limits of model reliability. Whereas AI 
is able to consider numerous variables and minimize human bias in data classifi-
cation, it cannot insure model reliability. Therefore, the greatest challenge when 
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creating a clinical machine learning model lies in identifying the gold standard to 
be used in the classification. A great deal of what we see and do in medicine is 
highly subjective, and unanimity of opinion is seldom found among intensivists. 
For example, a study [46] on interobserver reliability of clinicians in diagnosing 
ARDS according to the Berlin definition found only a moderate degree of reli-
ability (kappa = 0.50). The main driver of the variability was the interpretation of 
chest radiographs. Similar findings were noted in clinicians evaluating optic disk 
photographs for glaucoma (kappa 0.40–0.52) [47]. It is therefore unlikely that 
model reliability in the ICU will ever exceed 60–70%, even in the best of hands.

51.5  Conclusion

Experienced intensivists excel at collecting, classifying, and analyzing snapshots of 
clinical information to expeditiously reach a diagnosis and decide on treatment 
options. In the data-intensive environment of today’s ICUs, however, intensivists 
must cope with a relentless flow of information, some of it useful, most of it not. 
According to a thoughtful essay by Alan Morris [48], intensivists must contend with 
no less than 236 variables when caring for patients on ventilatory support. The abil-
ity to catalog, correlate, and classify these variables on a continuous basis lies well 
beyond the capabilities of even the most knowledgeable and perceptive of 
clinicians.

The judicious application of AI technology can be of assistance in helping us 
deal with information overload. Machine learning algorithms have been used to 
analyze data stored in electronic medical records to predict ICU mortality and 
length of stay. They also have furthered our understanding of populations who 
may be at risk of disease progression or likely to experience medical complica-
tions. These retrospective studies, useful as they may be in the early identifica-
tion and stratification of patients, represent only the low-lying fruit in AI 
research.

A more difficult task, but perhaps one with far greater potential, is the develop-
ment of intelligent machine learning monitors capable of continuously assessing the 
human response to critical illness with a high degree of certainty. The development 
of such monitors will provide the knowledge and experience needed for the creation 
of the semi-autonomous ICU, an environment where intelligent machines provide 
most of the care delivered today by humans.

The full potential of AI will be realized once it becomes a trustworthy clinical 
adjunct to intensivists. By helping us cope with information overload, AI endowed 
machines may allow our faculties of reflection, imagination, and compassion to 
come to the fore when caring for fellow humans in distress. The future of AI in the 
ICU is indeed bright. As with all new technologies, there will be zealots and phari-
sees, ups and downs, elations and disappointments, as well as thorny ethical quan-
daries. I have no doubt, however, that AI is here to stay, and it behooves us to 
become familiar with this technology for the betterment of our patients.
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